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Abstract

This dissertation focuses on the epistemic consequences of scientists’ decisions regarding journal publications. Chapters 2 and 3 consider the author’s perspective, investigating what decisions would be made by scientists aiming to maximize the credit they receive for their work. Here, credit is awarded according to the priority rule, which says that recognition for scientific work depends on its originality. Chapter 4 considers the editor’s perspective, where the editor’s interest is taken to be in the credit accrued to papers she accepts for publication. In each case the goal is to normatively evaluate the incentive structure of science.

“Communism and the Incentive to Share in Science” (chapter 2) identifies a positive effect of the priority rule. It encourages scientists to share their work rather than keep it secret, even when keeping it secret would increase their chances of future publications. Thus the priority rule can explain the origins and persistence of the communist norm, the institutional norm which mandates that scientists share their results. Because other scientists can build on work that is shared, this is a positive effect.

In contrast, “Expediting the Flow of Knowledge Versus Rushing into Print” (chapter 3) shows that the priority rule may lead to “rushing into print” behavior, where scientists publish their results prematurely. While scientific work can never be guaranteed to be error-free, I argue that the priority rule incentivizes scientists to err too much on the side of speed in
the tradeoff between speed and accuracy. As a result more errors enter the scientific literature than would be epistemically optimal.

In “When Journal Editors Play Favorites” (chapter 4) I consider two arguments in favor of triple-blind reviewing. The first argument claims that editors who fail to practice triple-blind review hurt authors. I endorse this argument and argue more specifically that epistemic injustices are committed against authors. The second argument claims that editors who fail to practice triple-blind review hurt their readers, as their biases influence the quality of the papers they accept. While biases may have a negative effect on quality, I show that revealing identity information to the editor may also have a positive effect on quality by reducing uncertainty. The net effect is unclear, except in certain scientific fields where I argue the positive effect does not apply. As a result, I endorse the second argument only for those fields.

An interesting theme that emerges from both chapters 2 and 3 is the idea that there is not one unique priority rule. The priority rule can be implemented in different ways, depending on what kind of scientific contributions are given credit, and how much credit is given for them. In the conclusion (chapter 5) I raise some questions for future research about the epistemic consequences of these different ways of implementing the reward structure of science.
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Chapter 1

Introduction

1.1 The Social Epistemology of Science

Philosophy of science has existed as a separate sub-discipline of philosophy, with its own journals, conferences, and experts, for about 150 years. Although of course the questions philosophers of science ask had been raised by other thinkers long before that. Aristotle and Francis Bacon are two of the most prominent among these predecessors.

Some of the questions philosophers have science have been concerned with include the following. Is there a unique theory that explains (or unifies, or predicts) a given body of evidence \( \{ \text{Duhem} \, 1906, \text{Quine} \, 1951 \} \)? Why do we accept or reject certain theories \( \{ \text{Popper} \, 1959 \} \)? What reasons might we have for introducing new entities into our theories \( \{ \text{Carnap} \, 1950, \text{Hempel} \, 1958 \} \)? Do scientific theories aspire to (objective) truth and do the entities posited by them exist \( \{ \text{van Fraassen} \, 1980, \text{Boyd} \, 1983 \} \)?

These questions are largely focused on the content of science. They may be unified under a question that reads something like: What would an epistemically rational scientist believe? This unification suggests a particular perspective on the above questions, and the history of philosophy of science shows that these questions have often been fruitfully addressed from this
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perspective.

But in taking that perspective, a number of features of science are ignored. I want to focus attention on two of these features here. First, science is practiced by a large number of scientists rather than by one individual. Second, individual scientists are not epistemically rational.

Taking these features of science seriously may involve one of two things. First, it suggests a different perspective from which to address some of the traditional questions of philosophy of science. Take for example the question which theories scientists should accept. If approached from the perspective of a single epistemically rational scientist, the goal is to identify features of scientific theories that make them more or less acceptable, with the hope that a uniquely most acceptable theory can be identified in some or all contexts.

When the question is approached from the perspective of a group of scientists whose goals and level of rationality may differ, that interpretation of the question retains its relevance, but new interpretations are suggested as well. For example, if there is a uniquely most acceptable theory, should all scientists accept it or is it better if some diversity is retained? A number of philosophers have argued the latter (Feyerabend 1975, Kitcher 1990, Zollman 2010). And supposing the epistemically most beneficial distribution of scientists among theories was known, what kind of goals or decision rules that individual scientists might have would lead them to actually distribute themselves in this way (Strevens 2003, Mayo-Wilson et al. 2013)?

So taking seriously the facts that science is not done by an individual and that individual scientists are not epistemically rational suggests new approaches to old questions. But, secondly, taking these facts seriously may also raise new philosophical questions. Consider the following examples.

---

1I am not, of course, suggesting that those philosophers of science who are interested in what an ideally rational scientist would do are unaware of these features of science. Rather, I take it they would argue that an answer to the question they are interested in retains its (normative) relevance to science despite these features. I view this kind of work as complementary to, rather than in competition with, the kind of work I discuss below.
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1. Which information (e.g., results of scientific experiments) should be shared and distributed (Bala and Goyal 1998, Zollman 2009, 2010, Boyer 2014)?

2. How (if at all) does erroneous or fraudulent work disrupt science, and what can be done about this (Bruner 2013)?

3. How should scientific work be rewarded (Dasgupta and David 1994, Strevens 2003)?

These questions do not even arise if science is studied as if it was the work of a single epistemically rational scientist, but they are natural questions from this alternative perspective. Both new approaches to old questions and new questions are of interest to those philosophers who ask normative questions regarding the social structure of science. I will refer to this field of study as the social epistemology of science.

At least until recently, the questions studied by the social epistemology of science have not received as much attention from philosophers of science. However, these questions are equally venerable: they can trace their roots back at least as far as Bacon.

In his book New Atlantis, Bacon (1626) describes a utopian society in which science plays an important role. The scientists are organized in “Salomon’s House”, an anticipation of the modern university and purportedly a model for the Royal Society. The leader of Salomon’s House explains how science is practiced there, and he has something to say about each of the above three questions.

Regarding the distributing of information, he says:

[W]e have consultations, which of the inventions and experiences which we have discovered shall be published, and which not; and take all an oath of secrecy for the concealing of those which we think fit to keep secret; though some of those we do reveal some-time to the State, and some not. (Bacon 1626)
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So here all information is shared among the scientists, but not necessarily communicated to the state or the public. In order to facilitate information sharing among scientists, as well as in order to minimize disruptions due to errors or fraud, a high value is placed on honesty:

\[W\]e do hate all impostures and lies, insomuch as we have severely forbidden it to all our fellows, under pain of ignominy and fines, that they do not show any natural work or thing adorned or swelling, but only pure as it is, and without all affectation of strangeness. (Bacon 1626)

The threat of ignominy is here used as a way to encourage scientists to follow the norms. This is part of a wider pattern in which honor and dishonor are used to reward and punish good and bad scientific work, respectively (in addition to monetary rewards and fines):

\[U\]pon every invention of value we erect a statue to the inventor, and give him a liberal and honorable reward. (Bacon 1626)

In *Novum Organon*, Bacon (1620 [1858]) laments the institutions of his time for not being conducive to good scientific work:

\[I\]n the customs and institutions of schools, academies, colleges, and similar bodies destined for the abode of learned men and the cultivation of learning, everything is found adverse to the progress of science. (Bacon 1620 [1858]. Book I, aph. 90)

At least part of the problem, according to Bacon is that the right system of rewards for scientific work is not in place:

\[I\]t is enough to check the growth of science, that efforts and labours in this field go unrewarded. For it does not rest with the same persons to cultivate sciences and to reward them. The
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growth of them comes from great wits; the prizes and rewards of
them are in the hands of the people, or of great persons, who are
but in very few cases even moderately learned. (...) And it is
nothing strange if a thing not held in honour does not prosper.
(Bacon 1620 [1858], Book I, aph. 91)

In this passage Bacon argues not only that successful scientific work
should be rewarded with honor (as well as money), but that (the distri-
bution of) these rewards should be determined by scientists themselves. So
here is an argument not only for giving credit for scientific discoveries, but
also for peer review.

1.2 The Role of Journals in Science

One area where the questions I raised above naturally come together is that
of scientific journals. Journals’ main purpose is information sharing (ques-
tion 1); they aim to minimize the spread of erroneous or fraudulent results
through the system of peer review, but when an error does get published in
a journal it may help that error persist (question 2); and getting published
in a journal is itself part of the rewards given for successful scientific work
(question 3).

Journals act as the clearing houses of scientific information. If a scientific
result is not published, few scientists are likely to be aware of it. Given
their key role in the transmission of information in science, they should be a
central area of interest for the social epistemology of science.

The system of peer review is of particular interest. Its goals are explicitly
epistemic: to accept “good” scientific work for publication and reject “bad”
scientific work. Some of the questions one might ask about the role of journals
include:

1. Why do scientists choose to publish their work in a journal?
2. How much time should scientists spend on a given research project before publishing their results, and how can they be incentivized to spend no more and no less time?

3. How do various biases enter the system of peer review and what ethical and epistemic problems does this raise?

4. Should scientific journals be abolished in favor of some other system of transmitting information between scientists?

The first three of these questions will be addressed in this dissertation; they each motivate one of the central chapters. The fourth question I raise only to set it aside. Journals and peer review have many flaws: they are slow, the way they evaluate publications is unreliable, and it involves various biases (see Smith 2006, Lee et al. 2013, and references therein). Especially given the rise of the Internet, it is not clear that journals are still the best way to transmit information. Various alternatives have been proposed, such as post-publication peer review.

For now, however, journals remain the dominant way in which scientists publicize their work. My discussion in this dissertation hence focuses on journals and peer review as they currently exist. However, this is not to say that this dissertation becomes obsolete if journals were to be abolished. The argument of chapter 2 relies only on the assumption that there is a distinction between sharing scientific work and keeping it secret, and hence is independent of any assumption about the existence of journals or the way peer review works. The argument of chapter 3 relies on the existence of peer review only insofar as it entails that the rewards for scientific work depend in a significant way on a short-term evaluation of its long-term impact (which I argue in the chapter to be almost inevitable). Chapter 4 does assume something like the current system of peer review, as it identifies some of the biases in that system and analyzes their effects.
I am not the first to recognize the importance of journals. The remainder of this section gives an overview of the work that already exists.

Let me start on the empirical side. In the sociology and the economics literature there exists a large range of empirical work analyzing journals, peer review, scientists’ decisions to publish, errors, fraud, and retractions in journal publications, and so on.

A good place to start is Price (1963, 1965), who observed that the total volume of scientific journal publications increases exponentially, and that the distribution of journal publications per author is highly skewed as well: many if not most scientists produce only a single paper, but a small handful produce dozens or even hundreds. Cole and Cole (1973) confirm these observations and show that the number of publications a scientist produces correlates highly with other measures of prestige, such as the number of citations to a scientist’s work, the prestige of their institution, and the receipt of prestigious awards.

Merton (1942) identifies a number of institutional norms of science: behavioral rules that scientists tend to follow and which appear to have normative force (in the sense that scientists perceive a duty to conform to them). These are universalism, communism, disinterestedness, and organized skepticism. Recent empirical work has tested the support for these norms among contemporary scientists, which ranges from middling to very strong (Macfarlane and Cheng 2008, Anderson et al. 2010). Of these norms, communism, which requires that scientists widely share the results of their work, is the most directly relevant to journal publications. I analyze it in detail in chapter 2.

Philosophers like Quine (1951), Kuhn (1962), Lakatos (1968), and Feyrerabend (1975) have argued that any scientific claim is in principle open to revision. One way this plays out is in journal publications that contradict previously published scientific work. Sometimes these disproven publications are retracted, although usually mere contradiction is not enough for this:
only serious flaws, such as suspected fraud, tend to lead to retraction (Budd et al. 1998). Somewhat worryingly, even publications that have been retracted and/or thoroughly proven to be erroneous continue to be cited as if they were correct (Budd et al. 1998, Tatsioni et al. 2007).

In some sciences, such as medicine and psychology, many contributions depend on drawing conclusions from large data sets using statistics. In recent years worries have been raised about the reproducibility of such work. Two relatively small studies in medicine found that a majority of results fail to reproduce (Prinz et al. 2011, Begley and Ellis 2012), and a large systematic study found the same in psychology (Open Science Collaboration 2015).

Some theoretical work has aimed to explain this problem of reproducibility. One contributing factor is the so-called file drawer problem—studies that yield negative results are not published because they are considered uninteresting—which creates a bias towards positive results in the literature (Rosenthal 1979, Ioannidis 2005). A related factor is “researcher degrees of freedom”—the various choices that go into designing and analyzing a study—which similarly create a bias towards positive results (Ioannidis 2005, Simmons et al. 2011).

For my part, I consider empirical results that fail to reproduce to be a special case of scientific results that turn out to be erroneous. While the work cited in the previous paragraph helps explain what aspects of scientific practice are responsible for relatively high rates of error, my aim in chapter 3 is to show why it is rational for scientists, given the incentive structure presented to them, to engage in practices that would lead to high rates of error.

A lot of research exists on peer review. Here I distinguish between subjective research, which aims to measure scientists’ perception of peer review, and objective research, which aims to measure aspects of peer review directly.

On the subjective side, Bailey et al. (2008a,b) find that scientists generally feel quite positive about the system of peer review, judging it as mostly
fair and unbiased (in surveys in the fields of accounting and finance). However, scientists feel less positive about the time it takes for a paper to be reviewed, and they worry about editorial favoritism (more on the latter below). Ziobrowski and Gibler (2000) ask scientists which factors they consider in choosing a journal to submit their work to (in a survey in the field of real estate). The most important factor is the perceived quality of the journal, but promotion and tenure considerations and the ease and perceived fairness of the editorial process also play a role.

On the objective side, a key study is Blank (1991), who ran a randomized controlled trial at The American Economic Review in which some submissions are reviewed single-blind and others double-blind. Under single-blind review, the reviewer’s name is not revealed to the author, but the reviewer knows the name of the author, whereas under double-blind review the reviewer also does not know who the author is. Blank finds that reviewers are more critical when double-blind review is used. She also finds that female authors benefit from double-blind review, suggesting some bias against women, but not significantly so.

Building on this work, Laband and Piette (1994b) find that double-blind review is more effective at identifying high-quality papers (if quality is measured by future citations), but journals that practice single-blind review attract better submissions and end up outperforming journals that practice double-blind review in total citations. Budden et al. (2008) present evidence that switching to double-blind review increases the percentage of publications by female authors.

The idea that journal editors and reviewers may display biases is not new (Crane 1967). A study by Wenneras and Wold (1997) provides evidence for two kinds of biases: favoritism (inflating the evaluation when the editor or reviewer knows the scientist whose work is being evaluated) and gender bias (deflating the evaluation of work by women). Lee et al. (2013) survey both empirical and normative work on biases in peer review. Here I give a short
survey of empirical work on favoritism and gender bias.

Editorial favoritism happens when papers written by authors whom the editor knows are accepted for publication at a higher rate than papers written by authors unknown to the editor. Unfortunately, acceptance rates can only be measured if one has inside access to the peer review system, so that one can count rejected papers and keep track of author characteristics for those papers. The study by Blank (1991) appears to have been unique in having this kind of access, but she does not include a variable marking whether or not the editor knows the author in her study.

While direct evidence for favoritism thus does not exist, some strong indirect evidence is available. Laband (1985) and Piette and Ross (1992) measure how many journal pages are allocated to each paper and use this as a proxy for the editor’s level of support for the paper. They find that editors allocate more pages per accepted article when they know the author than when they do not know the author.

Editorial favoritism has widely been taken to be a bad thing (Bailey et al. 2008a,b). However, if the editor’s duty is taken to be to publish those papers of maximum citation impact, the surprising result is that this disapproval is mistaken. When the distinction between authors known to the editor and authors unknown the editor is made, it has consistently turned out that papers by authors in the former group are more highly cited than papers by authors in the latter group (Laband and Piette 1994a, Smith and Dombrowski 1998, Medoff 2003).

With regard to gender bias, there have been several studies in which academics were presented with job applications that differed only in whether there was a stereotypically male or a stereotypically female name at the top (Steinpreis et al. 1999, Moss-Racusin et al. 2012). Both male and female academics rated the application from a purportedly male candidate more highly than the same application from a purportedly female candidate.

These studies as well as those by Blank (1991), Wenneräs and Wold
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(1997), and others suggest that there is (implicit) bias against women in various academic contexts including peer review. This evidence has been disputed by some who say that “some of these claims are no longer valid” (Ceci and Williams 2011, p. 3157), but see Lee (forthcoming) for further discussion.

The work cited above is almost exclusively of a descriptive nature. This is of course not a criticism; this work is very valuable and I return to it repeatedly throughout this dissertation. But it does not address normative questions such as: When is it rational for a scientist to publish in a journal? Or: How many erroneous results in a journal is too much? Or: What are the epistemic and ethical effects of biases in peer review? Thus, I finish this section with an overview of more normatively oriented work on the role of journals in science (necessarily brief as not nearly as much exists), before turning to my own contribution.

On the question of what and when to share in journals, Bala and Goyal (1998) and Zollman (2009, 2010) have explored models in which limiting the information available to individual scientists helps a scientific community maintain a kind of diversity that promotes long-run convergence to the truth. The literature on informational cascades uses a different kind of models but arrives at similar conclusions (Banerjee 1992, Bikhchandani et al. 1992, Gale and Kariv 2003).

Boyer (2014), on the other hand, shows that when multiple scientists are working on a problem which can be split up into discrete stages, it is both in their individual interest and in the interest of the group if they publish any progress they make. Strevens (forthcoming) and Banerjee et al. (2014) makes similar claims. I discuss the work of these authors in more detail in chapter 2.

Bruner (2013) uses tools from (evolutionary) game theory to show how rewards for scientists who catch errors can be used to keep scientists honest. The work of Code (1991) and Fricker (2007), while not explicitly focused on
Ellison (2002a) provides a model that attempts to explain the phenomena observed in his own empirical work (Ellison 2002b), which identifies a “slowdown” in the peer review system in economics. In this model, authors need to split their time between improving the original ideas in their paper and improving other aspects of the quality of their paper (explicating the main ideas clearly, embedding them in the literature, testing for robustness, and so on). The main focus of the model is on the standards used by referees and editors in evaluating papers and how those might evolve over time.

Besancenot et al. (2012) attempt to show that more demanding editors can improve the quality of their journal. Faria (2005) models a game between authors and editors. Here, the main result is that authors’ impatience helps, while editors’ impatience detracts from, the journal’s ability to be selective, and hence the quality of the papers it publishes.

Heintzelman and Nocetti (2009) raise the question which journal(s) it is best for scientists to submit their papers to, and in what order. Their results largely vindicate the old adage: try your luck with the most highly regarded journals first, then work your way down. They also provide some evidence that journals use long submission delays to discourage authors. While this may improve the quality of the journal, the authors suggest that using submission fees instead of delays might be more effective at this, and would be an improvement for both authors and editors.

Having outlined some of the most important extant work on the role of journals in science, I now turn to describing my own approach.

### 1.3 The Incentive Structure of Science

As I emphasized in the previous section, scientific journals play an important role in transmitting scientific information. But there is another way in which journals are important to the social structure of science. Namely, journals
play a key role in the reward structure of science.

The primary way in which scientific achievements are rewarded is through prestige (Merton 1957). Two important ways to gain prestige are to publish scientific achievements (often, but not always, in a journal) and to have one’s publications cited (often, but not always, in another journal publication). Counting journal publications and citations turn out to be excellent ways to measure prestige in science (Price 1965, Cole and Cole 1973).

Not only are scientists rewarded with prestige, but so in turn are journals. The prestige hierarchy of journals is determined by such factors as how many times papers in it have been cited, the acceptance rate of the journal, the individual prestige of the editor, and so on. Publishing in more prestigious journals and getting cited adds to the prestige of the scientist, and having prestigious scientists publish in it and get cited adds to the prestige of the journal.

Rich rewards await the most prestigious scientists. They get to work at the most prestigious universities, where they have big offices and many graduate students. They may win awards and be named to exclusive societies. And they may have something they discovered named after them.

In order to become a prestigious scientist, a scientist must receive credit for her work. Receiving credit is here meant in a dual sense. The scientist wants credit for her work, i.e., she wants it to be known that it was her who made this particular contribution. And the scientist wants the work to be credited, i.e., she wants the content of the contribution to be recognized as important. A journal publication is a way to establish the first kind of credit, and is generally seen as necessary, if not sufficient, to achieve the second kind of credit.

\[2\] Of course scientists are also compensated financially. But not nearly to the same extent as, e.g., in business, both in absolute terms (one can make more money in the private sector than in the academic world) and in relative terms (the differences in salaries are much larger in business than they are among scientists). The prevailing attitude among scientists appears to be that they are not in it for the money.
Scientists are thus in a competition for credit. And the consequences of being successful (or not) can be severe. Successful scientists get the best jobs, win large research grants and prizes, and may even achieve eponymous fame (Merton 1957). Unsuccessful scientists may find themselves without a job, or with a job that provides them few resources for research.

As a result, anyone who wishes to build a career in academic science must care about credit. This point has been made by various philosophers and sociologists of science, e.g., Hull (1988, chapter 8), Kitcher (1990, 1993, chapter 8), Strevens (2003), Merton (1957, 1969), and Latour and Woolgar (1986, chapter 5). As far as I can see, the concern for credit is the only interest that all scientists have in common. Any other motivations, e.g., to advance human knowledge, are idiosyncratic and may not be shared by all scientists.

Throughout most of this dissertation, I assume that scientists are rational (expected) credit-maximizers. I make this assumption not because I think scientists have no other motivations besides their concern for credit; they clearly do. Rather, my purpose is to study what scientists are motivated to do purely as a consequence of their concern for credit, i.e., in isolation of their other goals.

Given this assumption, the kinds of conclusions my analyses yield are not of the form “scientists should be expected to act in the following way”. Instead, conclusions take the form “scientists have a credit incentive to act in the following way”. Based on whether or not the way scientists have a credit incentive to act seems praiseworthy or not, this allows me to normatively appraise the incentive structure of science, regardless of whether real scientists follow these incentives or not.

---

3I briefly drop the assumption in section 2.7 for reasons to be explained in that section.
4In chapter 4, where the focus is on the role of the journal editor rather than on the scientists writing scientific papers, I use an appropriately modified version of this assumption: I assume that the editor accepts all and only those papers that have a high expected citation impact.
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So when I speak of what rational credit-maximizing scientists would do, it is not my aim to judge real scientists (even if they do not act like rational credit-maximizers, they may well be rational relative to their complete set of goals). My aim is rather to judge the incentive structure of science.

I am not the first to study the incentive structure of science by looking at what rational credit-maximizing scientists would do, but the list of previous work is quite small. It includes Kitcher (1990, 1993, chapter 8), Dasgupta and David (1994), Strevens (2003, forthcoming), Bright (forthcoming), Boyer (2014), and Boyer-Kassem and Imbert (2015). This dissertation can be added to that list. Let me now briefly introduce the three chapters that form the main body of this work.

In chapter 2 the main question is whether scientists have a credit incentive to follow the communist norm, which requires the results of scientific work to be widely shared. Strevens (forthcoming) has argued that such an incentive does not exist in general. I present a model in which such an incentive does exist, and I argue the model applies to most research situations a scientist may find herself in.

The question in chapter 3 is whether scientists’ credit incentive to trade off speed against reliability (or speed against reliability and impact, see section 3.4) aligns with the socially optimal way to make that tradeoff. I present a model in which there is a structural misalignment between the credit-maximizing behavior and the socially optimal behavior. I argue that this model captures the situation most scientists are in most of the time.

Chapter 4 considers the role of the journal editor. I focus on the question whether the editor should be informed of the identity of the authors of submitted papers, i.e., whether the journal should practice triple-blind review. I argue that failing to practice triple-blind review harms the authors of submitted papers. But there is not necessarily a corresponding harm to the readers of the journal: whether the average quality of accepted papers is increased or decreased by switching to triple-blind review depends on the
context. Only in some fields (e.g., mathematics and some humanities) is triple-blind review always preferable from both perspectives.

1.4 The Priority Rule and Formal Models

To conclude this introductory chapter, I indicate a number of themes that recur throughout this dissertation. Two of these have already been mentioned: the subject matter (the role of journals in science) and the kinds of questions I ask (i.e., questions about the incentive structure of science). Here I add three more: the priority rule as a way of making scientists’ credit incentives more precise, the use of formal models as a methodological tool, and the practical implications of this kind of work.

Throughout this dissertation, I ask the question: what would rational credit-maximizing scientists do? The answer to this question depends, among other things, on how credit is allocated. This is where the priority rule comes in. First formulated by Merton (1957), I use Strevens’ statement of the rule:

\[ R \text{e} \text{wards to scientists are allocated solely on the basis of actual achievement, rather than, for example, on the basis of effort or talent invested [and] no discovery of a fact or procedure but the first counts as an actual achievement.} \text{ (Strevens 2003, p. 56)} \]

Because of this role of priority in determining who gets credit for scientific work, scientists spend a lot of time and energy on priority races (trying to beat their colleagues to a particular result, see Strevens 2003) and priority disputes (arguing over who was the first to achieve a particular result, see Merton 1957).

The priority rule is directly related to journal publications. In order to be seen to be the first to achieve a particular result, a scientist needs to publish her work. So publishing is crucial to getting credit for her work, which is in turn crucial for building her career (see section 1.3). This helps
explain scientists’ eagerness to publish their work. I return to this eagerness to publish in each chapter of this dissertation.

The three chapters that form the body of this dissertation each use the priority rule to illuminate some aspect of the social structure of science. But, as a whole, these chapters also illuminate the priority rule itself. In particular, it turns out that there is no such thing as the priority rule. There are in fact multiple versions of the priority rule: depending on what counts as a “discovery of a fact or procedure” and how much credit is given for a particular discovery, different priority rules and hence different incentive structures are created. I argue this point in more detail in the conclusion of this dissertation (see section 5.2).

A clarificatory note: I use the word “science” (and “scientist”) in a broad sense, like German Wissenschaft or Dutch wetenschap. This includes (in additional to the natural sciences) the social sciences and the humanities. While I do not emphasize this, some of my results may even extend beyond the academic world to other fields where the priority rule applies, such as art or journalism.

Throughout this dissertation, I combine philosophical reasoning with mathematical models to answer questions about what rational credit-maximizing scientists would do in particular situations. The dissertation is therefore an example of mathematical philosophy (Leitgeb 2013). I discuss some of the virtues of this approach in section 5.3. Here, I introduce some of the formal modeling techniques that I use repeatedly in what follows.

Throughout, I draw on rational choice theory, or more specifically decision and game theory. In order to determine the behavior of a rational credit-maximizing scientist, I assume such a scientist is appropriately modeled as a Bayesian subjective expected utility maximizer, where the utility function is just a measure of how much credit the scientist acquires. While I am aware of various challenges to the subjective expected utility model (some of my previous work has focused on this, see Sprenger and Heesen 2011), I assume...
that for the cases considered in this dissertation this model captures what a rational agent would do, or comes close enough so as not to make a difference.

The priority rule helps determine the shape of the utility function. Credit is acquired if and only if a contribution is made, and the contribution is published before another scientist publishes it. An interesting feature of the priority rule helps narrow down what this means. Merton attributes this feature to François Arago, permanent secretary of the French Academy of Sciences in the nineteenth century, whom he quotes as follows:

“About the same time” proves nothing; questions as to priority may depend on weeks, on days, on hours, on minutes. (Merton 1957, p. 658)

This is arguably the harshest part of the priority rule, and Merton disapproves of it for this reason. But harsh or not, this appears to be how the priority rule is in fact used, and from a modeler’s perspective this is actually quite convenient. The priority rule does not compromise: credit always goes to the first scientist to make the contribution, no matter how close behind the next scientist is.

In order to properly represent this aspect of the priority rule, a continuous-time model is needed. A model with discrete time units will not do as it may place two contributions in the same time unit even though they were not exactly simultaneous.

A scientist in this model has expectations about when she will finish the project she is working on. These are reflected in a (subjective) probability distribution. I assume that she uses the exponential distribution (a detailed defense of this assumption is given in section 2.4). This assumption allows

---

Merton (1957, pp. 658–659) argues that it represents a pathological extreme: when the interval between two discoveries is so small, “priority has lost all functional significance.” I agree with Streuens (2003, section IV.1) that this is not obviously correct. A version of the priority rule which gives shared credit when the time interval between discoveries is below a certain threshold would create a different incentive structure for scientists, and it is an open question whether that incentive structure would be better or worse.
for scientists to work at different speeds by changing the parameter $\lambda$, which gives the average productivity of the scientist.

The combination of the priority rule with exponential distributions makes for an elegant model with a number of mathematically convenient features, which I discuss in chapter 2 (see especially section 2.4). In contrast, neither the priority rule nor exponential distributions are mentioned explicitly in chapter 3. However, the model given there fits nicely with this framework, as I explain next.

Chapter 3 emphasizes that scientists can choose to some extent how fast to work, by deciding how much work to do before publishing the results. This is reflected in the choice of a parameter $\lambda$, which gives the average speed of a scientist. The (implicit) underlying idea is that the scientist cannot control exactly how long a particular project will take (this is an exponentially distributed random variable), but she can manipulate her average speed by setting a standard of reliability for her own work.

If the parameter $\lambda$ of chapter 3 is interpreted as the parameter of an underlying exponential distribution, the priority rule is assumed to apply, and if the scientist immediately starts a new project whenever another scientist publishes results that pre-empt the project she was working on, then mathematical features of the exponential distribution guarantee that the scientist’s expected credit per unit time is as given in chapter 3 regardless of whether or not other scientists are ever working on the same project as her. Hence, under these assumptions, the strategic aspects of credit-maximization (those that require game theory) can conveniently be ignored and a decision-theoretic analysis can be given, which is exactly what I do.

Finally, I want to emphasize that the investigation of the incentive structure of science carried out here is not just of philosophical interest. Whenever I give a normative appraisal of the existing incentive structure, and in particular when I compare it with a hypothetical alternative, I effectively give a recommendation of what the incentive structure of science should be.
No one party controls the incentive structure of science: it is shaped by the actions of all scientists and other involved groups and agencies. But science policy makers (in governments or other agencies) can have significant influence on this incentive structure. My normative appraisals are, in part, recommendations to them. I draw out these aspects of my conclusions in more detail in section 5.4.
Chapter 2

Communism and the Incentive to Share in Science

2.1 Introduction

The social value of scientific work is highest when it is widely shared. Work that is shared can be built upon by other scientists, and utilized in the wider society. Work that is not shared can only be built upon or utilized by the original discoverer, and would have to be duplicated by others before they can use it, leading to inefficient double work.  

To put the point more strongly, work that is not widely shared is not really scientific work. Insofar as science is essentially a social enterprise, representing the cumulative stock of human knowledge, work that other scientists do not know about and cannot build upon is not science (cf. the distinction between Science and Technology in Dasgupta and David 1994). The sharing of scientific work is thus a necessary condition not merely for the success of science, but in an important sense for its very existence.

\[1\] Of course scientific work is often duplicated by others even when it is shared (so-called replications). But this is not inefficient in the same way, as after the replication is shared the work is known by all to be more certainly established than if only one or the other instance was shared.
The sociologist Robert Merton first noticed that there exists an institutional norm in science that mandates widely sharing results. He called this the communist norm, according to which “[t]he substantive findings of science... are assigned to the community... The scientist’s claim to ‘his’ intellectual ‘property’ is limited to that of recognition and esteem” (Merton 1942, p. 121). Subsequent empirical work by Louis et al. (2002) and Macfarlane and Cheng (2008) confirms that over ninety percent of scientists recognize this norm of sharing. Moreover, most scientists (if not as many as ninety percent) consistently conform to the communist norm.

The existence of this norm raises two questions. Where did it come from? And how does it persist? In light of what I said above, these are important questions. A good understanding of what makes the communist norm persist tells us which aspects of the institutional (incentive) structure of science can be changed without affecting the communist norm. Understanding its origins might allow us to reinstate the communist norm if it disappeared for whatever reason. Insofar as we value the existence and success of science, these are things we should want to know.

There must be some sense in which it is in scientists’ interests to uphold the communist norm and conform to it, or else it would disappear. One such sense is given by Strevens (forthcoming). He gives what he calls a “Hobbesian vindication” of the communist norm by showing that scientists should be willing to sign a contract that enforces sharing. The claim is that, from a credit-maximizing perspective, it is not beneficial for an individual scientist to share her work (which would help other scientists more than her), but every scientist is better off if everyone shares than if no one shares.

As Strevens is well aware, this only partially answers the question of the persistence of the communist norm, and says little about its origins. In contrast, I argue that sharing is rational from a credit-maximizing perspective for an individual scientist. If my argument is successful, it provides a much more detailed account of both the origins and the persistence of the communist
2.2 Social Norms and Communism

The question that this paper focuses on is whether it is in a scientist’s interest to behave in accordance with the communist norm. More specifically, would it be in scientists’ interest to share their work even in the absence of a norm telling them to do so? To clarify the question, I use some terminology defined

---

2 The idea of using game theory to get a better understanding of norms in science goes back at least as far as Bicchieri (1988).
by Bicchieri (2006). She defines a *social norm* as follows:

Let $R$ be a *behavioral rule* for situations of type $S$, where $S$ can be represented as a mixed-motive game. We say that $R$ is a social norm in a population $P$ if there exists a sufficiently large subset $P_{cf} \subseteq P$ such that, for each individual $i \in P_{cf}$:

*Contingency:* $i$ knows that a rule $R$ exists and applies to situations of type $S$;

*Conditional preference:* $i$ prefers to conform to $R$ in situations of type $S$ on the condition that:

(a) *Empirical expectations:* $i$ believes that a sufficiently large subset of $P$ conforms to $R$ in situations of type $S$;

and either

(b) *Normative expectations:* $i$ believes that a sufficiently large subset of $P$ expects $i$ to conform to $R$ in situations of type $S$;

or

(b′) *Normative expectations with sanctions:* $i$ believes that a sufficiently large subset of $P$ expects $i$ to conform to $R$ in situations of type $S$, prefers $i$ to conform, and may sanction behavior. (Bicchieri 2006, p. 11)

The crucial feature of this definition is the requirement of normative expectations. This says that an individual’s preference to conform to the norm is conditional on others’ expectations (possibly enforced by sanctions). For example, norms surrounding the sharing of food are plausibly social norms: in the absence of others expecting them to share, many people might prefer not to share even if they knew most other people shared. In contrast, if an individual knows that in a particular country most people drive on the right side of the road, she would probably prefer to conform to that even if others had no expectations about her behavior.
The language of game theory is useful to sharpen these ideas. Consider a situation of type $S$ and a behavioral rule $R$. Recall that conforming to $R$ constitutes a *(Nash) equilibrium* if no individual has an incentive to deviate unilaterally, i.e., everyone prefers to conform given that everyone else does.

If knowledge of $R$ and empirical expectations (that others will conform to $R$) are sufficient to make an individual prefer to conform to $R$, then according to this definition $R$ is an equilibrium of the underlying game that is being played in situations of type $S$. But if normative expectations are required, that is, if individuals only prefer to conform to $R$ if others expect them to conform (and, possibly, are willing to back this up with sanctions), then $R$ is not an equilibrium of the “original” game: it is only made into an equilibrium by the existence of the norm itself. So the existence of a social norm—unlike other kinds of norms, such as descriptive norms and conventions—transforms the underlying game by changing people’s preferences, thus creating a new equilibrium *(Bicchieri* 2006, pp. 25–27).

Is the communist norm a social norm in this sense, i.e., are normative expectations a necessary ingredient to make it in scientists’ interest to share their work? In order to answer this question, an account of scientists’ interests is needed that is independent of the communist norm, so that the question can be asked whether a self-interested scientist would share her work in the absence of a normative expectation that she do so.

A scientist’s achievements create for her a stock of credit. This credit is the means by which she advances her career, which determines both her income and her status in the profession. Insofar as a scientist is someone who is interested in building a career in science, it is then in her interest to maximize credit. This claim has been defended by philosophers and sociologists as diverse as Hull (1988, chapter 8), Kitcher (1990), Strevens (2003), Merton (1957, 1969), and Latour and Woolgar (1986, chapter 5).

This is not to deny that the scientist may have other interests, either as a scientist (e.g., to advance human knowledge) or apart from being a
scientist (e.g., to have time for other pursuits). But these are idiosyncratic. I aim to show that sharing is beneficial to scientists as a consequence of an interest that all scientists share. Credit maximization is, in my view, the only candidate here.

The institutions of science put a premium on originality. Credit is awarded to the first scientist to publish some particular result or discovery, and the amount of credit awarded is roughly proportional to the significance of the result. This feature of science is known as the priority rule, and the extent to which it shapes scientists’ behavior is well-documented (Merton [1957, 1969], Kitcher 1990, Dasgupta and David 1994, Strevens 2003).

By rewarding only the first scientist, the priority rule encourages scientists to work and publish quickly (Dasgupta and David 1994). In this way, it seems that the priority rule creates an incentive for scientists to share their work. However, “the same considerations give you a powerful incentive not to share your results before you have extracted every last publication from them” (Strevens forthcoming, p. 2). If results were shared before publication, this would improve other scientists’ chances of scooping important discoveries for which those results are relevant. So, Strevens argues, there is a split in the motivations provided by the priority rule:

The priority rule motivates a scientist to keep all data, all technology of experimentation, all incipient hypothesizing secret before discovery, and then to publish, that is to share widely, anything and everything of social value as soon as possible after discovery (should a discovery actually be made). The interests of society and the scientist are therefore in complete alignment after discovery, but before discovery, they appear to be diametrically opposed. (Strevens forthcoming, pp. 2–3)

Of course, any sharing that happens after a discovery has been made does not help science in coming to that discovery faster. Thus, at the crucial
stage at which science can be sped up by sharing, the priority rule provides no incentive to do so, according to Strevens.

Strevens then goes on to show that a social contract, in which all scientists agree to widely share their work (even before discovery), would be beneficial to all scientists. In doing so, he shows that the problem of sharing has the structure of a Prisoner’s Dilemma: every scientist would be better off if every scientist shared, but each individual scientist has an incentive not to share. The communist norm is thus a social norm on Strevens’ view: without normative expectations to transform the game (into something that looks more like a Stag Hunt), widely sharing scientific work is not an equilibrium.

Strevens is not the only one to make this claim. For example, Resnik (2006, p. 135) observes that “the desire to protect priority, credit, and intellectual property” can motivate scientists to keep scientific results secret. Claims like this are also made by Dasgupta and David (1994, p. 500), Arzberger et al. (2004, p. 146), Borgman (2012, p. 1072), and Soranno et al. (2015, p. 70), among others.

2.3 Communism and Intermediate Results

In this paper I argue that, given the priority rule, it is in a scientist’s own interest to share her work widely, at least whenever she expects other scientists to do the same. In other words, sharing widely is an equilibrium of the relevant game even in the absence of normative expectations. The problem of sharing is thus not like a Prisoner’s Dilemma: the role of the communist norm is not to change scientists’ preferences to make sharing attractive (at least not primarily). It merely describes a rule of behavior that it is in

Dasgupta and David (1994, p. 502) go on to semi-formally characterize a situation very similar to the model of Boyer (2014) and this paper, but they draw the opposite conclusion: they agree with Strevens that the underlying game has the structure of a Prisoner’s Dilemma.

I do not deny that normative expectations calling on scientists to share their work exist, as they in fact appear to do (Louis et al. 2002, Macfarlane and Cheng 2008). The
scientists’ own best interests to follow.

An important part of my argument is the insight that major discoveries can often be split into multiple smaller discoveries that were made along the way. Newton’s famous comment “If I have seen further it is by standing on the shoulders of giants” illustrates this accumulative nature of science. Boyer (2014, p. 18 and p. 21) gives some more detailed examples: the construction of the first laser can be split into a theoretical development and the actual construction based on that theory, and the experimental test of the EPR thought experiment by Aspect et al. (1982) was preceded by a number of papers defining and refining the experiment.

In these cases each of the smaller discoveries was published as soon as it was done, rather than after the major discovery was completed. It is not obvious that the scientists involved were acting in their own best interest. On the one hand, credit can be claimed for the smaller discovery. On the other hand, the advantage that the smaller discovery gives on the way toward the major discovery is lost by publishing (and hence widely sharing) it. In fact, Schawlow and Townes seem to have lost the race to build the first working laser at least partially because their publication of the theoretical idea spurred on other teams.

Boyer (2014) provides a model to analyze this tradeoff. He shows that in some idealized circumstances the benefits of sharing these intermediate results outweigh the costs, with costs and benefits both measured in credit assigned via the priority rule. Although Boyer does not specifically discuss the communist norm, his result could be used to argue that normative expectations are not necessary to explain it: the priority rule encourages wide sharing of scientific work even before the potential of future discoveries based on this work has been exhausted, i.e., “before you have extracted every last publication” (Strevens forthcoming, p. 2).

Point is rather that these are not required to explain the origins or persistence of the norm. I return to this point in section 2.6.
2.3. COMMUNISM AND INTERMEDIATE RESULTS

Unfortunately, things are not that simple. A number of objections can be made. The remainder of this section describes two such objections, which motivate the construction and analysis of a formal model in sections 2.4 and 2.5. In section 2.6 I flesh out the explanation of the communist norm suggested by this model, and I consider some further objections.

One may worry that Boyer’s result is not general enough to support claims about the origins or persistence of the communist norm. By his own admission, he only shows that “there exist simple and plausible research situations for which the [credit] incentive to publish intermediate steps is sufficient” (Boyer 2014, p. 29). I aim to show that in fact all or most research situations are such that there is a credit incentive to publish intermediate results, which requires a more general model. The results I obtain may be viewed as generalizations of Boyer’s—relaxing the assumptions that there are only two scientists, that the scientists are equally productive, and that scientists share either all or no intermediate results—although speaking strictly mathematically they are not (because Boyer uses discrete time steps and I use continuous time).

The second worry questions the relevance of equilibria. This worry has two sides. One side claims that showing that sharing is an equilibrium is not sufficient to show that one should expect real scientists to share, especially when there are also other equilibria (this is known as the equilibrium selection problem). The other side claims that observed behavioral patterns need not be the equilibrium of some underlying game. I alleviate both of these worries by showing that sharing is not merely an equilibrium, but an equilibrium that one should expect to be realized by both fully rational and boundedly rational scientists. Thus, the particular equilibrium considered here has behavioral implications.
2.4 A General Game-Theoretic Model of Intermediate Results

The game-theoretic model I develop in this section is intended to investigate scientists’ incentives when they are working on a project that can be divided into a number of intermediate stages. An intermediate stage is a part of the project which, when completed successfully, yields a publishable intermediate result in the sense of Boyer (2014, section 2). I assume that stages can only be completed in one order. The number of intermediate stages of the project is denoted \( k \).

Competition plays a central role in the model. I assume that scientists are aware that other scientists are working on the same project (or at least believe this to be the case). Merton (1961) argued for the ubiquity of multiple discoveries in science, which suggests that scientists should almost always expect other scientists to be working on the same project. I thus assume that \( n \geq 2 \), where \( n \) is the number of scientists (or research groups) working on the project. Note that “scientist” may refer to someone working in the natural sciences, the social sciences, the humanities, or any other field where the priority rule applies.

Whenever a scientist completes an intermediate stage, she has to make a choice: she can either publish the result, or keep it to herself. Publishing
benefits the scientist, because she thereby claims credit for completing that intermediate stage as well as any preceding stages that remain unpublished, in accordance with the priority rule. I assume that all stages are equally valuable, so the amount of credit obtained is equal to the number of stages published. Publishing also benefits the scientific community: other scientists no longer need to work independently on the stages that have been published. Publishing thus “expedites the flow of knowledge”. I use $E$ to denote this strategy.

The scientific community’s benefit is a potential downside to the individual scientist: if she keeps her results secret instead, she can start working on the next stage before anyone else can. This improves her chance of being the first to successfully complete the next stage, thus allowing her to claim credit for more stages later (at the risk that someone else claims credit for the one she did not publish). Holding onto a discovery until a more expedient time might thus be beneficial to the scientist. Call this strategy $H$.

When a scientist completes the last stage there is no incentive (within the model) to keep her from publishing. So when a scientist completes stage $k$ she always publishes, claiming credit for all unpublished stages and concluding this instance of the model.

Note that I assume that scientists care only about credit and that the only way to get credit is by publishing. Scientists are thus not assumed to have any inherent preference for or against sharing their work. In particular, expectations (normative or otherwise) from other scientists are not built into the individual scientist’s preferences.

An interesting feature of the priority rule is its uncompromising nature. According to the priority rule, there are no second prizes, even if the time interval between the two discoveries is very small. This feature was noted by Merton [1957] p. 658), who quotes the French scientist François Arago as saying: “‘about the same time’ proves nothing; questions as to priority may depend on weeks, on days, on hours, on minutes.”
To incorporate this feature in the model, it needs to be able to distinguish arbitrarily small time intervals. This suggests a continuous-time model: a model using discrete time units might place two discoveries in the same time unit even though in reality one of them happened (slightly) earlier than the other. This would fail to adequately model the uncompromising nature of the priority rule.

This means that a continuous-time probability distribution is needed to model the waiting time: the time it takes a given scientist to complete an intermediate stage. For this purpose I use the exponential distribution, the only candidate that has significant empirical support behind it (Huber 2001, more on this below). In particular, I assume that the time scientist $i$ takes to complete any intermediate stage follows an exponential distribution with parameter $\lambda_i$. The parameter can be interpreted as the average number of stages completed by the scientist per unit time. The parameter may be different for different scientists, indicating the possibility that some scientists work faster than others, or are part of a larger or more efficient research group.

I assume that the completion times for different scientists are probabilistically independent. In doing so, I set aside cases in which some event (external to the model) acts as a common cause that may lead multiple scientists to complete a stage around the same time (or prevent them from doing so).

The assumption that waiting times are exponential is equivalent to the assumption that scientists’ productivity is a Poisson process with a parameter that is constant over time. Empirical work has shown that scientists’ productivity fits a Poisson distribution quite well, and the percentage of authors who experience significant trends or surges over time is small. Huber (1998a,b) has established this for the rate at which patents are produced by inventors, Huber and Wagner-Döbler (2001a) for publications in mathematical logic, Huber and Wagner-Döbler (2001b) for publications in 19th century physics, and Huber (2001) for publications in modern physics, biology, and
psychology.

The assumption that waiting times are exponential means that the probability that it will take scientist $i$ more than $t$ time units to complete a given stage is \( \exp\{-t\lambda_i\} \). This distribution has some formal features that I will make use of (Norris 1998, section 2.3). First, it is “memoryless”. This means that after a certain amount of time has passed and the waiting time has not ended yet, the distribution of the remaining waiting time is equal to the original distribution of the waiting time. Second, the minimum of $n$ independent exponential random variables with parameters $\lambda_i$ ($i = 1, \ldots, n$) is itself exponentially distributed with parameter $\lambda = \lambda_1 + \ldots + \lambda_n$. Thus, the waiting time until at least one of the scientists completes a stage of the project is exponentially distributed with parameter $\lambda$. Third, the probability that scientist $i$ is the first one to finish the stage she is working on is $\lambda_i/\lambda$.

The memorylessness property may seem odd, as it suggests that the scientist herself never knows whether she is making any progress on the problem. Moreover, if she starts working on a given stage much later than another scientist she has the same chance of completing it first as she would have had.

---

8The fact that scientists’ total career productivity follows a Poisson distribution (if accepted) does not imply exponential waiting times. One could generate Poisson distributions in other ways. But the evidence regarding trends and surges, as well as the fact that the evidence includes scientific careers cut short, suggests the stronger claim that at any given time in a scientist’s career the Poisson distribution is a good model for her productivity up to that point. On this interpretation it is a simple mathematical consequence that the waiting times are exponential.

9Compare this with Boyer’s assumption that there is a fixed probability $\lambda$ that a given scientist will solve a given stage in a given time unit. As noted above, by using discrete time units this model provides no way of applying the priority rule when two scientists finish the same stage in the same time unit. This problem can be addressed by using smaller time units. Suppose that what was previously one time unit is now $x$ time units, and in each unit the scientist completes the stage with probability $\lambda/x$. The probability that the scientist has not completed the stage at time $t$ (where $t$ is measured in the original time units before magnification) is $(1 - \lambda/x)^t$. A continuous-time model is obtained by taking the limit as $x$ goes to infinity. Then the probability that the scientist has not completed the stage at time $t$ is $\lim_{x \to \infty} (1 - \lambda/x)^t = \exp\{-t\lambda\}$. So, in addition to being independently empirically justified, exponential waiting times naturally arise as the limiting case of Boyer’s model with continuous time.
if both had started at the same time (conditional on the fact that the other scientist does not complete the stage before she starts).

While these features of the exponential distribution do not seem to mesh well with the subjective experience of working on a research project, I want to insist that Huber’s empirical evidence should be given more weight than subjective experience. The following consideration may help to smooth the apparent conflict.

In the model, scientists only make decisions after they have just completed a stage. So for the model it only matters that when a scientist completes a stage, she views the time she needs to complete future stages and the time other scientists need to complete stages as exponentially distributed. I do not need to insist that the scientist views the time needed to complete stages as exponentially distributed while she is in the middle of one.

How does my model compare to the one given by Strevens (forthcoming)? Perhaps the key difference is that contrary to Strevens I have described a zero-sum game. In my model it is implicitly assumed that the scientists will eventually complete the entire research project. Since each stage is worth one unit of credit, and the first scientist to complete stage \( k \) always claims credit for it and any unclaimed stages, this means that at the end of the game the scientists have always divided \( k \) units of credit between them. So any change in strategy that leads to one scientist improving her (expected) credit must lead to a decrease for at least one other scientist.

In contrast, a key component of Strevens model is the chance each scientist has of successfully completing the research project “in isolation”, which leaves room for the scenario in which the research project is never completed by anyone. By sharing their progress, Strevens assumes, the scientists improve each other’s chances of completing the research project. In fact this appears to be the main driving force behind his result that scientists should be willing to sign a social contract that enforces sharing: in his model sharing

---

10 More precisely: the scientists complete all \( k \) stages in finite time with probability one.
2.5. THE INCENTIVE TO SHARE IN THE MODEL

“creates” expected credit (by improving the overall chance that any credit is awarded at all), and as long as this “extra” credit is divided in such a way that everyone benefits at least a little (in expectation), it is clear that everyone will be better off if everyone shares.

By allowing for a chance that no scientist completes the research project, Strevens’ model is arguably more realistic than mine. But I claim that this is a strength rather than a weakness of my model. Working with a zero-sum game reflects a strictly more pessimistic assumption about the benefits of sharing than working with a model like Strevens. The result that sharing is incentive-compatible which I state and prove below is thus a somewhat surprising result: it is stronger than the result Strevens proved, while his model makes a more optimistic assumption about the benefits of sharing. Insofar as I show that the priority rule is sufficient for a communist norm to arise (without a need for normative expectations) in my model, this result should hold \textit{a fortiori} in a more realistic (not zero-sum) model.

There are other ways to change the model that would make it no longer zero-sum. For example, Boyer-Kassem and Imbert (2015, section 4) argue that one should consider credit per unit time (rather than “total credit” which I use). Then sharing benefits all scientists to some extent by decreasing the expected completion time of the research project; Boyer-Kassem and Imbert call this a “speedup effect”. So considering credit per unit time instead of total credit also invalidates the zero-sum property. Since, as above, it does so in a way that makes sharing more attractive, the result I get in my model holds \textit{a fortiori} when credit per unit time is used.

2.5 The Incentive to Share in the Model

The previous section described a game-theoretic model of scientists working on a project that requires some number of intermediate stages to be completed. The game consists of a sequence of (probabilistic) events, in which
the scientists can intervene at specific points through their choice of strategy by publishing their work \((E)\) or keeping it secret \((H)\). Each scientist attempts to maximize her credit.

In the simplest version of the game there are two scientists \((n = 2)\) and the research project has two stages \((k = 2)\). The extensive form of the game is given in figure 2.1.

![Extensive form of the game](image)

Figure 2.1: Extensive form of the game with \(n = 2\) and \(k = 2\)

At the root node Nature decides which of the two scientists is the first one to complete the first stage of the project with the indicated probabilities. This leads to one of two decision nodes marked with a number indicating which scientist makes a decision at this node.

If the scientist publishes (strategy \(E)\), she collects one unit of credit. Both scientists now know the solution to stage 1 of the project, so they start working on stage 2. Nature decides which of the two scientists completes the
second stage first. Then the game ends, with payoff pairs indicating credit awarded to each scientist (one unit for each published stage).

What if a scientist chooses not to publish her solution to the first stage of the project (strategy $H$)? Then she does not collect a unit of credit, and the other scientist does not learn the solution to stage 1. So now one scientist starts working on stage 2, while the other continues working on stage 1. Nature decides which of the two scientists finishes the stage she is working on first (due to the memorylessness of the exponential distribution, the scientist working on stage 1 is not more likely to finish fast). If Nature picks the scientist working on stage 1 the game ends and that scientist gets both units of credit.

Otherwise, the other scientist get a chance to claim the first unit of credit by playing strategy $E$, or defer by playing $H$. In either case, both scientists can now work on stage 2. The first scientist to complete stage 2 receives either one unit of credit (if the solution to stage 1 has been published already) or both units of credit (if both scientists played strategy $H$).

It is implicitly assumed in figure 2.1 that scientist 1 knows when scientist 2 completes a stage, even when she keeps the result secret. Is it realistic to assume that scientists have this kind of information? I think this differs from field to field. In small fields where everyone knows what everyone else is working on word gets around when one of the labs has solved a particular problem, even when they manage to keep the details to themselves. Or, with pre-registration of clinical trials becoming more and more common, scientists might know that some other scientist knows, say, whether a particular drug is effective, without knowing whether the answer is yes or no.

But in other fields this kind of information might not be available. If this assumption is dropped scientists are unable to distinguish between certain decision nodes, indicated by so-called information sets (see figure 2.2). This yields a game of imperfect information\textsuperscript{11}. In contrast, the version of the game

\textsuperscript{11}This is a technical term for a game in which players cannot distinguish certain decision
in which scientists can make these distinctions (as in figure 2.1) is a game of perfect information. I analyze both versions of the game.

Recall that I am interested in finding equilibria of these games. One way to find an equilibrium in a game of perfect information is by backwards induction. This involves identifying what a rational scientist will do at a terminal decision node, and then going backwards through the tree, identifying rational actions for the scientists by assuming other scientists will play rationally downstream.

In figure 2.1 it is rational for the scientists at the bottom nodes to play strategy $E$: this yields either the same payoff or a higher payoff than playing strategy $H$. Assuming that the scientists play $E$ at the bottom nodes, it is
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also rational for the scientists at the top nodes to play strategy $E$. Thus, the backwards induction solution of this game is for both scientists to play $E$ at both of their decision nodes.

Nothing in this backwards induction analysis depended on the values of $\lambda_1$ and $\lambda_2$, or, as the following theorem shows, on the number of scientists or the number of stages. Moreover, any other equilibrium of the game is behaviorally indistinguishable from the backwards induction solution. That is, while there may be other equilibria, these differ only in that some scientists make different decisions at decision nodes that will not actually be reached in the game (see appendix A for a proof).

**Theorem 2.1.** Consider the game with perfect information with $n \geq 2$ scientists and $k \geq 1$ stages.

(a) This game has a (unique) backwards induction solution in which all scientists play strategy $E$ at every decision node.

(b) There are no equilibria (in pure or mixed strategies) that are behaviorally distinct from the backwards induction solution.

An equilibrium analysis thus yields a unique prediction for the game of perfect information. How about the game of imperfect information? Backwards induction does not apply to this type of game. But equilibria can still be identified using the expected payoff of each strategy. Table 2.1 gives the expected credit for each scientist when there are only two scientists and two stages (as in figure 2.2). Note that because the scientists cannot distinguish between their two decision nodes, only two (pure) strategies are available to them (compared to four in the game of perfect information).

This game has only one equilibrium regardless of the values of $\lambda_1$ and $\lambda_2$: both scientists play strategy $E$. Moreover, this is a strict equilibrium. An equilibrium is strict if, keeping the other scientists’ strategies fixed, deviating from the equilibrium strictly decreases a scientist’s expected credit. This is
a stronger requirement than that for an equilibrium because that definition allows for cases in which a deviating scientist is equally well off. It turns out that both of these features generalize for different numbers of scientists and stages (see appendix A for a proof).

**Theorem 2.2.** Consider the game with imperfect information with \( n \geq 2 \) scientists and \( k \geq 1 \) stages.

(a) This game has an equilibrium in which all scientists play strategy \( E \) at every information set.\(^{12}\)

(b) There are no other equilibria (in pure or mixed strategies).

(c) The equilibrium is strict.

What do theorems 2.1 and 2.2 say about what it is rational for a scientist to do? They say that if not every scientist immediately shares any stage that she completes, there is at least one scientist who is irrational in the sense that she would have had a higher expected credit if she had played a different strategy. So the only way these scientists can all be rational is if they all share every stage. In other words, if all scientists are rational expected credit maximizers they will all share.

\(^{12}\)This result is a corollary of Banerjee et al. (2014, theorem 2.1). See the discussion in section 2.6.
2.6 Explaining the Persistence of the Communist Norm

I take the results from the game-theoretic model obtained above to give an explanation for the persistence of the communist norm. The explanation runs as follows.

Suppose the communist norm is in place, i.e., scientists are sharing their intermediate results. If a given scientist deviates by not sharing an intermediate result, she thereby lowers her expected credit (this is just what it means for sharing to be a strict equilibrium). Hence the scientist has a credit incentive to return to conforming to the norm. So credit incentives can correct small deviations from the norm.

Note that I do not claim that real scientists are rational credit-maximizers. This is not necessary for my explanation. I have shown that rational credit-maximizing scientists would conform to the norm. All that follows for real scientists is that they have a credit incentive to conform to the norm. This fact, combined with the fact that real scientists are at least somewhat sensitive to credit incentives (more on this in section 2.7), constitutes my explanation of the persistence of the norm.

Here I want to point out a number of peculiar features of my explanation and consider some objections based on those features.

Because my explanation depends on the claim that it is rational for credit-maximizing scientists to share their intermediate results, which is supported by a game-theoretic model, the explanation’s force depends on the generality of that model, and hence on the assumptions I made along the way.

A number of these assumptions are, perhaps surprisingly, not restrictive. These are: (1) the assumption that each intermediate stage is equally difficult, (2) the assumption that the relative productivity of scientists is the same for all stages, (3) the assumption that the reward for each stage is equal (one unit of credit), and (4) the assumption that the stages are “linear” (i.e.,
there is only one sequence of stages that leads to completion of the project.

Consider a version of the game with imperfect information in which scientists’ productivity, as well as credit rewards, may be different for each stage. Write $\lambda_{i,j} > 0$ for scientist $i$’s productivity at stage $j$ and $c_j > 0$ for the reward for stage $j$. Let $\lambda_{-i,j} = \sum_{i' \neq i} \lambda_{i',j}$.

**Theorem 2.3** (Banerjee et al. (2014)). There is an equilibrium in which all scientists play strategy $E$ at every information set if the following condition holds: for any scientist $i$ and for any pair of stages $j$ and $j'$ such that $j$ precedes $j'$,

$$\frac{c_j \lambda_{-i,j}}{c_{j'} \lambda_{-i,j'}} \geq \frac{\lambda_{i,j'}}{\lambda_{i,j} + \lambda_{-i,j'}}.$$

This result generalizes theorem 2.2.a: sharing remains an equilibrium as long as credit is given proportionally to the difficulty of the stage or earlier stages are rewarded relatively highly. Banerjee et al. (2014, theorem 3.2) provide a further generalization which allows arbitrary (acyclic) networks of stages.

These results come with a caveat. Because Banerjee et al. (2014) show neither uniqueness nor strictness, persistence of the communist norm is only guaranteed when deviations from the norm are small, and the argument I give below for the origins of the communist norm does not work at all. Hence I focus in this paper on the more restricted model.

Neither my results nor theorem 2.3 cover the case in which later stages have a higher credit value. But it seems quite realistic that the scientist to finish the last stage (“puts it all together”) might get more credit. These are exactly the circumstances in which there may be an incentive not to share.\footnote{Banerjee et al. only prove uniqueness for a case in which some of the scientists commit to sharing before the game starts (so-called Stackelberg agents). Theorem 2.2 above does not require this.}

\footnote{Boyer (2014) theorem 3) suggests (for the case where $n = 2$ and $k = 2$) that if the second stage is worth up to twice as much credit as the first, there may still be an incentive to share. This would indicate some fairly significant robustness of the result.}
From a descriptive perspective, these might be the kinds of cases where scientists do not share their intermediate results, and with good reason. From a normative perspective, this could be viewed as an argument against giving extra credit to the scientist who finishes the last stage (because the more equal the division of credit, the more incentive scientists have to share, as Boyer’s, Banerjee et al.’s, and my results all suggest).

My explanation relies on three basic principles: scientists’ sensitivity to credit incentives, the credit-worthiness of intermediate results, and the priority rule as the mechanism for assigning credit. These ingredients are sufficient to explain the persistence of the norm. In particular, there is no need for a social contract, normative expectations, or altruism.

This leads to a potential objection. On my construal, the communist norm is not strictly a social norm in Bicchieri’s sense, as normative expectations have no role in the explanation. But the available evidence seems to refute this: scientists do view the communist norm as a social norm, they (normatively) expect other scientists to conform to it, and they feel the weight of this expectation when making their own decisions (Louis et al. 2002, Macfarlane and Cheng 2008). This appears to be at odds with my model: since the game is zero-sum, other scientists actually benefit when a given scientist deviates from the norm, so from a credit-maximizing perspective they should be encouraging each other to deviate.

But the model considers only those scientists who are directly competing on a given research project. While those scientists may stand to gain if their competitors fail to share their intermediate results, the wider scientific community stands to lose, as it will take longer to complete the research project. It is this wider community, I claim, that is the source of any normative expectations regarding sharing behavior. The normative expectations can then also be explained from self-interest, as the completion of the research project...
may benefit other scientist’s research.\footnote{Alternatively or additionally, normative expectations may arise simply because everyone in the community is in fact behaving in a certain way. Bicchieri\footnote{If it is assumed that material that cannot be published in a journal is worth zero credit when shared, then my model would predict that nothing would be shared. This} points out that “[s]ome conventions may not involve externalities, at least initially, but they may become so well entrenched that people start attaching value to them.” Bicchieri\footnote{ p. 40}.}

This yields an empirical prediction that might be used to help decide between Streven’s explanation and mine. On Streven’s explanation a deviation from the communist norm is a breach of a social contract which most directly impacts the immediate competitors of the scientist within the research project, who may legitimately regard it as unfair. On my explanation a deviation actually benefits the immediate competitors; the most direct negative impact is on those scientists who work on nearby projects. An examination of which scientists (direct competitors or those working on nearby projects) tend to most vocally object to deviations from the communist norm may thus shed light on the question which of these explanations is closer to the truth.

Another feature of my explanation is that it explains sharing behavior only for “intermediate results”, i.e., results that are significant enough to be publishable in their own right. Streven’s points out that on this view, “nothing will be shared until something relevant is ready for publication, and worse, it is only what characteristically goes into the journals that gets broadcast, so details of experimental or computational methods and raw data will remain hidden” (Streven forthcoming, p. 5). This constitutes an objection to my explanation, as according to Streven’s the communist norm requires that any and all results should be shared, regardless of their credit-worthiness.

To this worry I reply that it is not clear that the communist norm makes such strong requirements. When the material under consideration is too little or too detailed to be considered publishable, scientists’ actual compliance with a putative norm of sharing drops off steeply (Louis et al. 2002; Tenopir et al. 2011). If Streven’s aim is to explain a norm of sharing for these cases,
he may be trying to explain something that does not exist.

Strevens may reply to this that regardless of the content of the norm currently in place, it would be good to have a maximally inclusive communist norm. After all, scientists would benefit most from each other’s work (thus speeding up the overall progress of science) if they shared results even before they had achieved publishable size and without hiding crucial details. By using the framework of a social contract to point out the benefits of more widespread sharing, Strevens could argue, it might be possible to help the scientific community get to such an improved norm.

That would be a laudable goal. However, the results from my model can do the same. They suggest a clear way to make it incentive-compatible for scientists to share work below publishable size: allow smaller publications. And sharing crucial details can similarly be made incentive-compatible just by giving credit for it (Tenopir et al. 2011, Goring et al. 2014). If getting scientists to share these minor results or crucial details is a goal that scientists and policy makers consider important, the model gives clear directions on how to get there (but it may not be possible or desirable to do this, cf. Boyer 2014, section 4.4). Modern information technology readily suggests ways in which this can be done without overburdening existing scientific journals. Developments in this area are already underway (Piwowar 2013). In this sense, the results from this paper are more actionable than Strevens.

2.7 Explaining the Origins of the Communist Norm

Above I argued that the results from the game-theoretic model explain the persistence of the communist norm. It could be argued that they also explain prediction is not borne out empirically: while there is much less sharing of this kind of material, there is still some sharing. Perhaps this behavior is simply unexplainable from a pure credit-maximizing perspective. However, the assumption that this material is worth zero credit may not need to be granted. See Piwowar (2013) and the discussion below.
the origins of the norm: the uniqueness clauses in theorems 2.1 and 2.2 guarantee that behavior in accordance with the communist norm is the only pattern that rational credit-maximizing scientists could settle on.

But such an argument would make stringent demands on the scientists’ rationality which real scientists are unlikely to satisfy. This section investigates the question whether less than perfectly rational scientists would also learn to share their intermediate results, thus giving a more robust account of the origins of the communist norm.

To answer this question I consider a boundedly rational learning rule that makes only minimal assumptions on the cognitive abilities of the scientists. In particular, it requires only that the scientists know which strategies are available to them and that they can compare the credit earned on the previous round to that earned on the current round (where a “round” is one instance of the game of imperfect information; to evaluate this bounded rationality rule one needs to assume the game is played repeatedly).

The rule I consider is probe and adjust. A scientist using probe and adjust follows a simple procedure: on each round, play the same strategy as the round before with probability $1 - \varepsilon$, or “probe” a new strategy with probability $\varepsilon$ (with $0 < \varepsilon < 1$; $\varepsilon$ is usually “small”). In case of a probe, she picks a new strategy uniformly at random from all possible strategies. After playing this strategy for one round, the probe is evaluated: if the payoff for the round in which she probed is higher than the payoff in the previous round, keep the probed strategy (at least until the next probe); if the payoff is lower, return to the old strategy; if payoffs are equal, return to the old strategy with probability $q$ and retain the probe with probability $1 - q$ ($0 < q < 1$).\textsuperscript{17}

Consider a population of $n \geq 2$ scientists using probe and adjust to de-

\textsuperscript{17}Note that this is not quite the same as asking whether the probed strategy is a better reply to the other scientists’ strategy than the old strategy, as other scientists may have changed their strategy as well. In particular, if all scientists are using probe and adjust, simultaneous probes and probes on subsequent rounds prevent this rule from necessarily always picking the better reply.
termine their strategy in repeated plays of the game of imperfect information with the number of stages $k \geq 1$ fixed. Assume all scientists use the same values of $\varepsilon$ and $q$ (this assumption can be relaxed, see Huttegger et al. 2014, pp. 837–838). Then the following result can be proven (see appendix A).

**Theorem 2.4.** For any probability $p < 1$, if the probe probability $\varepsilon > 0$ is small enough there exists a $T$ such that on an arbitrary round $t$ with $t > T$, all scientists play strategy $E$ at every information set with probability at least $p$.

If, on a given round, all scientists play strategy $E$ at every information set, they may be said to have learned to share their intermediate results. The theorem says that the probability of this happening can be made arbitrarily high by choosing a small enough probe probability and a long enough waiting time. Moreover, the theorem says that once the scientists learn to share their intermediate results they continue to do so on most subsequent rounds. So even on this cognitively simple learning rule both the origins and the persistence of the communist norm can be explained on the basis of credit incentives.

Having already shown the same to be the case for highly rational scientists in section 2.5, I suggest that similar results should be expected for intermediate levels of rationality. Conforming to the communist norm is then shown to be incentive-compatible for credit-maximizing scientists regardless of their level of rationality.

How historically plausible is my claim that credit incentives are responsible for the origins of the communist norm? It is not entirely clear how one should evaluate this question. But a necessary condition for my explanation to be correct is that credit for scientific work, and in particular credit awarded in accordance with the priority rule, predates the communist norm. The remainder of this section argues that this condition is satisfied.

---

18 Because the equilibrium in the game of imperfect information is both strict and unique, various other learning rules and evolutionary dynamics can easily be shown to converge to it. Examples include fictitious play, the best-response dynamics, and the replicator dynamics.
As Merton (1957) points out, scientists’ concern for priority goes back at least as far as Galileo. In 1610, he used an anagram to report seeing Saturn as a “triple star” (the first sighting of the rings of Saturn). The device of the anagram served “the double purpose of establishing priority of conception and of yet not putting rivals on to one’s original ideas, until they had been further worked out” (Merton 1957, p. 654). If Galileo was concerned about establishing priority for his ideas, it seems that the priority rule must already have been in effect in 1610. Priority disputes also go back at least as far, as Galileo wrote multiple polemics to defend his priority on various discoveries (Merton 1957, p. 635).

The communist norm, on the other hand, was not established as a norm of science until around 1665. At the time, “many men of science still set a premium upon secrecy” (Zuckerman and Merton 1971, p. 69). The first scientific journals—the *Journal des Scavans* and the *Philosophical Transactions*, both founded in 1665—were instrumental “for the emergence of that component of the ethos of science which has been described as ‘communism’: the norm which prescribes the open communication of findings to other scientists” (Zuckerman and Merton 1971, p. 69).

### 2.8 Conclusion

In the introduction I argued that the sharing of scientific results (mandated by the communist norm) is important to the success of science and indeed to the existence of science as we know it. My results show that the priority rule gives scientists an incentive to share any and all intermediate results. These results can be used to explain both the origins and the persistence of the communist norm, answering the questions I raised in the introduction.

If my explanation is accepted, the crucial features of the social structure of science that maintain the communist norm are seen to be the fact that scientists respond to credit incentives, the priority rule, and the credit-
worthiness of intermediate results. Tinkering with these features thus risks undercutting one of the most central aspects of science as a social enterprise.

By emphasizing credit incentives moderated by the priority rule, this paper falls in the tradition of Kitcher (1990), Dasgupta and David (1994), and Strevens (2003). Like those papers, I have picked one aspect of the social structure of science, and shown how the priority rule has the power to shape that aspect to science’s benefit.

I take my results to show that no special explanation (using, e.g., normative expectations and/or a social contract) is required for the communist norm, contra Strevens (forthcoming). However, this only applies to whatever is publishable (or otherwise credit-worthy) in a given scientific community. Sharing scientific work that is too insignificant to be published is not incentivized in the same way. But insofar as this is a problem it suggests its own solution: give credit in accordance with the priority rule for whatever one would like to see shared, and scientists will indeed start sharing it.
Chapter 3

Expediting the Flow of Knowledge Versus Rushing into Print

3.1 Introduction

The desire to be first and receive credit for their work are important motivations for scientists. This is not to deny that scientists may have other motivations, such as advancing the state of human knowledge. But such motivations are idiosyncratic, while credit is necessary to have a career in science, and so professional scientists have to care about it to some extent. This point has long been recognized by sociologists such as Merton (1957, 1969) and Latour and Woolgar (1986, chapter 5) and philosophers of science like Hull (1988, chapter 8), Kitcher (1993, chapter 8), and Strevens (2003).

Recognizing scientists’ desire for credit may seem problematic on a naive picture of science in which scientists selflessly strive for truth (see Kitcher 1993, chapter 1, for a caricature with references). A trend in the social epistemology of science has been to argue that things are not so bad. Kitcher (1993, chapter 8) and Strevens (2003) argue that credit can incentivize scien-
tists to distribute themselves over research programs in a way that is closer to optimal than if they were individually epistemically rational. Dasgupta and David (1994) argue that credit incentives speed up the progress of science. Boyer-Kassem and Imbert (2015) argue that credit incentives encourage collaboration between scientists. And Boyer (2014), Strevens (forthcoming), and chapter 2 of this dissertation argue that credit incentives can motivate scientists to share their work widely.

Given this trend, it would be tempting to conclude that credit incentives act like an infallible “invisible hand” that can solve all problems in the social organization of science. Here, I go against this trend in identifying one way in which credit incentives may lead to bad outcomes at the social level. The central claim of this paper is that credit incentives create a pressure to publish that, when combined with a system of peer review that is necessarily imperfect, leads to reproducibility problems.

The issue of reproducibility has come under increased scrutiny (Ioannidis 2005, Pashler and Wagenmakers 2012). Recent studies have shown that published work in fields such as medicine and psychology frequently fails to be reproducible (Prinz et al. 2011, Begley and Ellis 2012, Open Science Collaboration 2015). Some have argued that the pressure to publish is a cause of this phenomenon (Fanelli 2010, Prinz et al. 2011). I illustrate this claim in section 3.2 with a case study in which the pressure to publish led to the publication of research that failed to reproduce: Fleischmann and Pons’ work on cold nuclear fusion.

I then go on to argue that reproducibility problems arise as a structural problem of credit incentives rather than as (a series of) incidents. In section 3.3 I construct a model to show that two crucial ingredients are sufficient for reproducibility problems to arise. First, the system of peer review which aims to publish accurate results while rejecting erroneous results. Second,

\[1\] I am not the first to do so. For example, Strevens (2013) discusses ways in which credit incentives may lead to herding behavior, and Bright (forthcoming) argues that credit incentives are a cause of fraud in science.
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the tradeoff between speed and reliability: the scientist must choose how quickly to work, knowing that the faster she works the greater the chance of errors. The following quote from a recent blog post illustrates how credit incentives may affect this tradeoff:

"Most scientists have a little lab-coat scientist on one shoulder whispering in one ear ("Maybe you should take longer and replicate that result. Technically, you just inflated your alpha! Double-check those analyses. Maybe you should just re-run this experiment.") and a little tweed-jacket academic on the other shoulder whispering in the other ear ("Publish this before you get scooped. I already know the best spin. You need this on your CV for the next grant application.")." (Carter 2015)

I show that the scientist has a unique credit-maximizing way to trade off speed against reliability. But, in a way to be made precise, the tradeoff favors speed over reliability. Scientists are given too much of an incentive to "rush into print", compared to what would be optimal from a social perspective. This shows that credit incentives are a possible cause of reproducibility problems.

In section 3.4 I expand the model by allowing the scientist to also choose a desired level of impact. High-impact work has greater scientific value and yields more credit, but this trades off against speed and/or reliability. I show the robustness of my earlier results in this expanded model, and I consider how it gives rise to different types of scientists: "impact-seekers" and "safety-seekers".

In the conclusion (section 3.5) I summarize my results. I also discuss possible ways to diminish or remove the incentive to produce work that is structurally less reproducible than is socially desirable. And finally, I discuss whether my results support an interpretation of Fleischmann and Pons' cold fusion research as a case of "rushing into print".
3.2 Cold Fusion

In this section I use a case study to argue that the pressure to publish can lead to the publication of research that fails to reproduce. The next section aims to show that this is a structural rather than an incidental problem.

On March 23, 1989, two established and respected chemists named Martin Fleischmann and Stanley Pons gave a remarkable press conference at the University of Utah (UU). They claimed that by loading a palladium rod with deuterium through electrolysis, they had turned the rod into a source of energy, producing up to four times as much heat as they put in.

They hypothesized that the deuterium atoms might be packed together so closely within the palladium as to force pairs of them together in an energy-producing process known as nuclear fusion. Conventional wisdom held that a sustained, controlled fusion reaction—the kind needed for a viable source of energy—requires temperatures over a hundred million degrees (among other things). Now two chemists claimed to be able to achieve the same thing at room temperature. Hence the phenomenon came to be known as cold fusion.

Although it seemed impossible given existing theories, physicists and chemists alike were initially willing to give Fleischmann and Pons the benefit of the doubt. Experimental results take precedence over theory, and the two’s credentials as experimentalists were impeccable. Given the potential implications, and the media hype, scientists around the world dropped what they were doing to attempt to replicate the experiment.

Within the first few weeks after the press conference, a number of announcements were made (usually also via press conference) by researchers seeing similar phenomena. But as time passed their claims came under heavy criticism. The excess heat measurements were attributed to mistakes in accounting for the potential recombination of gases released during the experiment. The neutron measurements (Fleischmann and Pons’ other important piece of evidence) could not be replicated with more sophisticated equipment. After the meeting of the American Physical Society (APS) in
May 1989, the tide shifted from a mixture of excitement and skepticism to a consensus that Fleischmann and Pons had been mistaken.

The current scientific consensus, then, is that it is not possible to achieve cold fusion at meaningful rates. Fleischmann and Pons’ claim to the contrary on March 23, 1989, has been heavily criticized by scientists. In their books on the case, Close and Huizenga judge that they “went public too soon with immature results” (Close 1991, p. 328) and that their “gamble to go public...is the scientific fiasco of the century” (Huizenga 1993, p. 214). What led Fleischmann and Pons to make this fateful decision to “go public”?

While in the press conference they claimed to have been working on this project for five years, in reality most of the work had been done in the last six months (Close 1991, p. 82). Before then, they had done some exploratory work that seemed promising. In August 1988, they requested funding for their cold fusion research from the Department of Energy (Huizenga 1993, p. 16). This brought them into contact with Steven Jones, a professor of physics at Brigham Young University (BYU).

Unbeknownst to Fleischmann and Pons, Jones and his team had been working on a very similar project. The main differences were that Jones was primarily interested in explaining some of the heat at the center of the Earth (rather than creating a new source of energy) and that he focused on measuring neutron production rather than excess heat.

Jones noted that their work seemed complementary. The two teams exchanged information and Fleischmann and Pons visited Jones’ lab on February 23, 1989. By now Jones had obtained his best data, which gave some evidence of neutrons above background levels at the right energy level to be potentially due to fusion. Jones announced that he was going to present his data at the APS meeting in May and was planning to submit an article to a journal soon.

Fleischmann and Pons, in contrast, were not ready to go public. Pons’ graduate student Marvin Hawkins had been running experiments since Octo-
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ber 1988. They were confident in their evidence that some experiments produced excess heat, but they had only just started measuring neutrons, and their apparatus was much less sophisticated than Jones’. Much remained to be investigated: why did some experiments produce excess heat while others did not, and how could they explain the discrepancy between the heat measurements and the neutron counts (which were many orders of magnitude too low compared to the heat if fusion was occurring)? Fleischmann and Pons indicated that they wanted to do another eighteen months of research before going public (Pool 1989, Huizenga 1993, p. 18).

With Jones about to go public, Fleischmann and Pons felt that they had to inform the university. This led to another meeting at BYU on March 6, this time with the presidents of both universities present. Especially at UU there was a clear sense of the potential impact of cold fusion at this point, with the president of UU suggesting that billions of dollars and Nobel prizes were at stake (Close 1991, p. 93). Moreover, those associated with the UU group accused Jones of stealing their ideas on at least two occasions in mid-February and mid-March (Close 1991, chapter 6). After Jones insisted that he was ready to publish his results, the two groups agreed to submit their results to *Nature* simultaneously on March 24.

Jones has claimed that there was a further agreement not to publicize the work until that time, but Pons has denied this (Pool 1989, Close 1991, p. 94). Either way, Fleischmann and Pons did publicize their work: they sent a hastily written manuscript to the *Journal of Electroanalytical Chemistry* on March 11, and they held the above-mentioned press conference, a day before the scheduled simultaneous submission.

Why was this press conference held? Ostensibly it was to correct “rumors, leaks, questions, and false information” that were already doing the rounds (Pool 1989, Huizenga 1993, p. 19). But it seems clear that the real reason was to establish priority for the cold fusion research, especially relative to Jones
This may seem unnecessary, as Jones’ experimental results were quite different (measuring neutrons rather than heat) and of such a different order of magnitude as to hold no promise for a viable source of energy. Jones’ publication would thus not appear to be a threat to the originality or importance of Fleischmann and Pons’ work. But this was not so clear at the time, as Fleischmann explained later.

In the situation we were then in, we were obliged to tell the university of the work we had done and they perceived that they were obliged to go for patent protection at that time. We could not tell whether Jones had heat data or was planning to look for this. How could one tell? He was certainly thinking about fusion as a source of heat in the Earth. If he was going to say that in the paper, which was surely his intention to do, it would almost certainly destroy any possibility of patent protection (quoted in Close 1991, pp. 99–100).

Thus, both the decision to agree to publish simultaneously with Jones and the later decisions to submit to a different journal before Jones and hold a press conference were made out of a concern for priority. Fleischmann and Pons were aware that their results were still preliminary (they wanted to do another eighteen months of research before publishing anything) but went public anyway to establish priority, under pressure from university officials.

So a concern for priority led to the publication of research that turned out to be erroneous. While this is a particularly high-profile case, it has recently been suggested that erroneous research is quite prevalent in the scientific literature (Prinz et al. 2011, Begley and Ellis 2012, Open Science Collaboration).

2The claim by UU officials that the reason for the press conference was “leaks” does not hold up. The evidence for the leak was an article on cold fusion in the Financial Times on the morning of the press conference. This was neither a real leak (Fleischmann and Pons had given permission for it), nor could it have caused the press conference to be held, as this had been scheduled two days earlier (Close 1991, pp. 101–102).
The model of the next two sections aims to establish that this is a structural problem stemming from scientists’ (credit) incentives. In doing so, the model also lends some support to the claim that Fleischmann and Pons did nothing irrational by going public when they did, despite Close and Huizenga’s criticism of this decision (as I argue in more detail in section 3.5).

3.3 A Tradeoff Between Speed and Reliability

Here I develop a decision-theoretic model to evaluate decisions to go public with results of scientific research. By giving a model, I aim to show that the problem of erroneous results arises structurally rather than incidentally. This section considers only the tradeoff between speed and reliability, while section 3.4 also allows the potential importance or impact of the result to influence the decision.

Consider a scientist—or a team of scientists, such as Fleischmann and Pons—working on a research project. Why would she decide to publicize her work, say in the form of a journal article? As the case of Fleischmann and Pons illustrates, an important reason is to establish priority for the work. As I mentioned in the introduction, scientists’ concern for priority is well-documented and understandable, given its importance to scientific careers (Merton 1957, 1969). But even a scientist who only cares about the progress of science altruistically would be concerned about priority. After all, the primary way to contribute to the progress of science is to do original work that causes other scientists to learn something earlier than they otherwise would have (cf. Strevens 2003, p. 55). Thus, while I use the notion of credit to represent the concern for speed in the model, I claim that this model can still capture the motivations of scientists not primarily concerned about credit.

For these reasons, the scientist prefers to work and publish faster rather than slower (all else being equal). This is represented in the model by as-
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Assuming that the scientist aims to maximize the amount of credit she accrues per unit time. E.g., if the amount of credit per publication is some fixed number \( c \) (this assumption is relaxed in section 3.4), working and publishing twice as fast will double credit per unit time, all else being equal.

But of course all else is not equal. Working faster reduces reliability. By reliability I mean the amount of certainty with which the result of the research project (e.g., “cold fusion is a viable source of energy”) is established. Loosely speaking I have in mind the probability that the result is true, given the amount of evidence the scientist has gathered at the time of publication.

But this will not do in a credit-maximization model, since credit is conferred socially by other scientists, and thus cannot be determined directly by (objective) truth.\(^3\) So to be more precise: I call a scientific result *accurate* if it holds up as “true” (i.e., is not discredited) in the relevant scientific community in the mid-term, say for ten years after publication. Conversely, I call a result inaccurate or *erroneous* if it does not hold up in the community in the mid-term.\(^4\) The reliability is then the scientist’s subjective probability, given the evidence gathered at the time of publication, that the result is accurate.

In the model, the scientist chooses the desired reliability \( p \in [0, 1] \). That is, the scientist works on her research project until she obtains a result that she thinks has at least probability \( p \) of holding up as “true” in the community, at which time she publishes.

The reliability \( p \) is given as a single number, but a number of considerations are folded together here. The scientist’s estimate of how likely her result is to hold up in the community depends not only on the evidence she has collected, but also on who she expects to be working on the problem,

\(^3\)I could get around this problem by simply defining to be true that which a given scientific community accepts at a given time, as some sociologists of science have done (e.g., [Collins 1981], [Latour and Woolgar 1986], [Bloor 1991]). I do not use this way of speaking to avoid the impression that I am committed to this as a substantive theory of truth.

\(^4\)I consider cases in which research fails to be reproducible, as discussed in the introduction, to be a special case of this.
how likely these other scientists are to overturn her results (both of which may vary as a function of how much effort the scientist puts in right now). As a consequence the way the reliability is determined may be different in different research contexts.

Moreover, I assume that the scientific community delivers a unanimous and dichotomous judgment in the mid-term (either the result holds up or it does not) whereas in reality the community may be divided and individuals in the community may be uncertain in their judgment of the result.

Finally, the fact that the reliability is used as a probability raises a number of questions. How can scientists coherently put probabilities on mathematical hypotheses (given the usual assumption of logical omniscience)? What happens if new hypotheses are introduced or other changes to the probability space occur?

Giving full consideration to all these factors requires a game-theoretic model in which the judgments and actions of the members of the scientist’s community are fully represented. Here I make the simplifying assumption that in individual cases, the scientist can competently assess the reliability of her work, and a single number that works like a probability provides a reasonable approximation of that.

Reliability takes time. This is reflected in the model by the speed function $\lambda$. The value $\lambda(p)$ reflects the speed at which the scientist works if the desired reliability is $p$. More specifically, $1/\lambda(p)$ is the expected time until completion of the research project (so $\lambda(p)$ is the number of research projects “like this one” that the scientist would expect to complete per unit time). If $\lambda$ is a decreasing function of $p$, as I assume, the expected time until completion indeed goes up if $p$ is increased (see figure 3.1).

On the other hand, reducing the reliability (lowering $p$) allows the scientist to work more quickly. This represents the idea of “rushing into print”, leading to a higher probability of errors slipping in. I assume that these errors represent honest mistakes by the scientist. The present model is not intended
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Figure 3.1: $p$ and $\lambda$ trade off against each other. In this example, $\lambda(p) = 1 - p^2$, satisfying assumptions 3.1, 3.2, 3.3, and 3.4.

to investigate incentives related to deliberate fraud, such as when data is misreported or fabricated, or when publication time is reduced through (self-) plagiarism. For formal work on credit-based incentives for fraud, see Bruner (2013) and Bright (forthcoming).

I make a number of assumptions on the way speed and reliability trade off against each other, as reflected in the speed function $\lambda$. The first assumption simply reflects the idea that they in fact trade off, as discussed above.

**Assumption 3.1** (The speed function is decreasing). *The speed function $\lambda : [0, 1] \rightarrow \mathbb{R}$ is such that for all $p, p' \in [0, 1]$, if $p < p'$, then $\lambda(p') < \lambda(p)$.*

As I indicated above, assuming that $\lambda$ is decreasing simply reflects the fact that it takes more time to do research that is less likely to be erroneous. This is most obvious in the experimental sciences: collecting more data takes time.

**Assumption 3.2** (The speed function is concave). *For every $p, p', t \in [0, 1]$,*
\[ t\lambda(p) + (1-t)\lambda(p') \leq \lambda(tp + (1-t)p'). \]

This assumption may be described as a kind of decreasing marginal returns: as the reliability \( p \) is lowered, the speed \( \lambda \) is increased by assumption 3.1, but it increases ever slower as \( p \) approaches zero: writing the papers itself takes time, which becomes relatively more significant if the scientist spends relatively little time on the research content. Conversely, if the scientist aims to be more reliable (increasing \( p \)), the speed \( \lambda \) drops off ever faster. In other words, more and more extra research time is required to increase \( p \) as \( p \) approaches one.

Assumption 3.3 (No perfect work). \( \lim_{p \to 1} \lambda(p) = 0 \).

This assumption asserts that the scientist cannot deliver perfect work (in the sense of zero probability of errors), no matter how slowly she works. This reflects the fact that there is no certainty in science: for any fact or discovery, it is always possible that it will later be overturned, as Lakatos and Quine have argued.

Assumption 3.4 (The speed function is differentiable). The function \( \lambda \) is differentiable on the interior of its domain, i.e., for all \( p \in (0,1) \).

This assumption says something about the “smoothness” of the tradeoff between speed and reliability. I have no opinion on whether this assumption is justified. In fact, it is hard to imagine what evidence for or against this assumption would even look like\(^5\). For this reason, when I state the results that can be proven based on these assumptions below, I consider both the case with and without assumption 3.4.

\(^5\)When I have presented this paper, I have received extremely mixed responses to this. Some think that there are at least some cases where it would be important to model the function \( \lambda \) as non-differentiable. Others insist that even if there are such cases, it should make no practical difference as any non-differentiable function can be approximated arbitrarily closely by a differentiable one. I prefer to maintain the agnostic stance I take in the main text.
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How does all this affect the scientist’s credit? For reasons I outlined above, I assume the scientist gets credit only for published work. Whether or not the scientist’s work is published is determined through peer review. The purpose of peer review is to determine whether the results of the scientist’s work are likely to stand up to the scrutiny of the scientific community.

In the simplest possible case it does this “pre-screening” perfectly: all and only those papers that are in fact accurate are accepted. The scientist does not know whether her paper is accurate; she only knows the reliability \( p \), i.e., her credence that it is accurate. So from the scientist’s perspective, if she produces a paper with reliability \( p \), there is a probability \( p \) that the journal publishes it.

Suppose that the amount of credit for a published accurate result is \( c_a \). Then the scientist’s expected credit per unit time is a function \( C \) of the chosen reliability \( p \) and the speed \( \lambda \) (which is itself a function of \( p \)) given by \( C(p) = c_a p \lambda(p) \).

In reality the peer review system cannot perfectly predict the future. Some accurate results get rejected, while some erroneous results get accepted. An example of the latter is Fleischmann and Pons’ paper in the Journal of Electroanalytical Chemistry: it passed peer review but was thoroughly discredited within a year of publication (thus satisfying my definition of erroneous).

The acceptance of an erroneous result is called a false positive and the rejection of an accurate result a false negative. Following common usage in statistics I write \( \alpha \) for the probability of a false positive and \( \beta \) for the “power” (the probability that a false negative is avoided, i.e., that an accurate result is accepted). The case of “perfect peer review” described above would be one where \( \beta = 1 \) and \( \alpha = 0 \).

Here I assume instead that peer review is imperfect in the sense of a positive probability of false positives (\( \alpha > 0 \)), or at least that the scientist believes this to be the case. Note that I remain agnostic on the possibility
of false negatives ($\beta$ may or may not be equal to one) although it seems reasonable to assume that those exist as well. I do assume that there is some discernment in the peer review system, i.e., accurate results are more likely to be accepted than erroneous results ($\beta > \alpha$).

**Assumption 3.5** (Imperfect peer review). The peer review acceptance probabilities $\alpha \in [0, 1]$ and $\beta \in [0, 1]$ are such that $\beta > \alpha > 0$.

For the amount of credit for a published erroneous result I write $c_e$. While this reflects results that are “discredited”, that does not necessarily equate to zero credit. Discredited research frequently still gets cited as if it was accurate [Tatsioni et al. 2007], even after a formal retraction [Budd et al. 1998]. In other cases the fact that the proposed hypothesis has fallen out of favor does not prevent it from being a credit-worthy contribution to science, e.g., Priestley’s work on phlogiston. This suggests that erroneous publications are worth some credit, although no more than accurate publications, i.e., $0 < c_e \leq c_a$.

Putting all of this together yields the following. The scientist works on the research project at speed $\lambda(p)$. The result is accurate with (subjective) probability $p$. In this case it gets published with probability $\beta$ and this publication is worth $c_a$ units of credit. With probability $1 - p$ the result is erroneous, which leads to a publication worth $c_e$ units of credit with probability $\alpha$. Thus the scientist’s expected credit per unit time, as a function of $p$, is given by

$$C(p) = c_a \beta p \lambda(p) + c_e \alpha (1 - p) \lambda(p).$$

To compare the individually optimal (i.e., credit-maximizing) tradeoff between speed and reliability to the socially optimal tradeoff, it is important

---

On the other hand, some discredited research can actively harm a scientist’s career (more so than publishing nothing at all would have done), suggesting that $c_e < 0$. These are usually cases of fraud rather than honest mistakes and so they are not my primary concern here. However, the point in the main text is not to argue that $c_e$ is necessarily positive, but that erroneous publications can influence a scientist’s credit stock.
to be explicit about what is meant by the *social value* of scientific research. Here I have in mind the contribution that it makes to science as a social enterprise, which in turn benefits society. This is reflected in the first place by the extent to which the work is utilized by other scientists, and in the second place by the extent to which it or work based on it finds its way into society, say in the form of new technology.\footnote{Work in the natural sciences is perhaps more likely to produce new technology than work in the social sciences or the humanities. But all kinds of research can find its way into society. For example, research in economics may affect policy decisions, and philosophical research may affect the public debate.}

What is the social value $V$ of the scientist’s research, as a function of her choice of reliability $p$? I assume that research can have social value only when it is published. The probabilities of publication $\alpha$ and $\beta$, the reliability $p$, and the speed $\lambda(p)$ are all as above.\footnote{Hence the social value $V$ of the scientist’s research is more precisely the scientist’s own subjective estimate of the expected social value of the research (because $\alpha$, $\beta$, and $p$ are subjective probabilities). This may seem problematic when I use the function $V$ below to argue that credit incentivizes scientists to make choices that are not socially optimal. But as long as there are no structural biases (i.e., scientists’ subjective probabilities roughly track the proportion of their work that turns out to be accurate) this presents no problems for the interpretation of my results, which are only concerned with averages anyway. Since in a competitive environment like science such biases would carry serious penalties, it seems reasonable to assume them away.} The only difference is in the value of the research:

$$V(p) = v_a \beta p \lambda(p) + v_e \alpha (1-p) \lambda(p),$$

where $v_a$ is the social value of an accurate result, and $v_e$ the social value of an erroneous result.

Credit is awarded for (accurate) scientific work proportional to its social value, as has been argued in the literature. \cite{Merton} enumerates the various kinds of rewards that exist in science—from the Nobel Prize to a journal publication—and concludes that “rewards are to be meted out in accord with the measure of accomplishment” \cite[p. 659]{Merton}. \cite{Strevens} compares rewards in science to those given out in other areas and concludes that in

$$7$$Work in the natural sciences is perhaps more likely to produce new technology than work in the social sciences or the humanities. But all kinds of research can find its way into society. For example, research in economics may affect policy decisions, and philosophical research may affect the public debate.

$$8$$Hence the social value $V$ of the scientist’s research is more precisely the scientist’s own subjective estimate of the expected social value of the research (because $\alpha$, $\beta$, and $p$ are subjective probabilities). This may seem problematic when I use the function $V$ below to argue that credit incentivizes scientists to make choices that are not socially optimal. But as long as there are no structural biases (i.e., scientists’ subjective probabilities roughly track the proportion of their work that turns out to be accurate) this presents no problems for the interpretation of my results, which are only concerned with averages anyway. Since in a competitive environment like science such biases would carry serious penalties, it seems reasonable to assume them away.
general “society accords prestige and other rewards...in proportion to the social good resulting from [the achievement]” (Strevens 2003, p. 78).

If a more exact measure of the amount of credit awarded to a specific publication (as opposed to a scientist) is wanted, a good candidate is the number of times it is cited. But at the same time the number of citations provides a measure of the extent to which the publication has been utilized by other scientists, which I argued reflects its social value. Based on these two lines of reasoning, I assume that \( v_a = c_a \).

How about the social value of an erroneous result \( v_e \)? While errors can sometimes be instructive, I take it that the case in which they are distracting or actively misleading is more common. Take for instance a study which erroneously (in hindsight) finds a particular medicine helps cure some disease. Perhaps the error was in the design of the study, or perhaps it was simply bad luck, i.e., the data were acquired properly but they just happened to suggest a misleading conclusion. Either way, once the conclusion that the medicine is effective is published, it takes more time and effort to set the record straight than it would have to establish that the medicine is ineffective in the absence of the erroneous publication.\(^9\) Moreover, before the error is corrected (and perhaps after as well, see Budd et al. 1998 and Tatsioni et al. 2007) the scientific community and society will proceed as if the medicine is effective, with potentially negative consequences for future research and public health.

So it seems to me that erroneous results are, on average, at best socially neutral, if not socially harmful: \( v_e \leq 0 \). However, I need not insist on this conclusion. For my purposes here it suffices that (a) the social value of erroneous results is less than the credit given for them \( (v_e < c_e) \), and (b) the social value of erroneous results is substantially less than that of accurate results \( (v_e \leq v_a/2) \). Both (a) and (b) follow immediately if my argument that \( v_e \leq 0 \) is accepted, but if one thinks that erroneous results have some

\(^9\)Recall that I defined an erroneous result as one that does not hold up as true in the scientific community in the mid-term. Thus it is impossible by definition for an error to go uncorrected.
positive social value, my argument below still goes through as long as that value is relatively small.

Once again reasoning in terms of citations yields a similar conclusion. As mentioned above an erroneous result may still receive plenty of citations (Budd et al. 1998, Tatsioni et al. 2007). But here it does not seem so plausible that this a direct measure of its social value. Some of these citations may be actively criticizing the result. Others may be utilizing it under the assumption that it is accurate, possibly causing them to make errors in turn. This suggests that the social value of erroneous results is substantially less than that of accurate results, in support of (b).

At the same time, citations to erroneous results are still worth credit, regardless of whether they are supportive or critical: they recognize the publication and its author as worth engaging with. The enormous effort undertaken by physicists to attempt to replicate Fleischmann and Pons’ results (and when that failed to show that the mistake was with them, see Close 1991, chapter 12) is testament to Fleischmann and Pons’ authority as competent electrochemists (Kitcher 1993, section 8.2). In contrast, work by subsequent cold fusion researchers has been largely ignored (Huizenga 1993, p. 208), as has work by creation scientists that challenges mainstream paleontology (Kitcher 1993, section 8.2). So the “credit value” of a citation to an erroneous publication is higher than its social value, in support of (a).

Assumption 3.6 summarizes what I have argued are reasonable constraints on the parameter values that reflect the credit and social value of scientific work in typical cases (including, in particular, the case that Fleischmann and Pons found themselves in).

Assumption 3.6 (Credit and social value).

3.6.a. Accurate results have positive value: $c_a > 0$ and $v_a > 0$.

---

This argument assumes that erroneous results do not get cited more than accurate results. It seems unlikely that an erroneous result would, on average, get cited more than an accurate result. If it gets cited less, this provides further support for my conclusion. Tatsioni et al. (2007) provide some empirical support for this assumption.
3.6.b. Accurate results are awarded credit proportional to their social value:
\[ c_a = v_a. \]

3.6.c. Erroneous results are awarded no more credit than accurate results:
\[ c_e \leq c_a. \]

3.6.d. The social value of erroneous results is less than the credit given for them:
\[ v_e < c_e. \]

3.6.e. The social value of erroneous results is at most half that of accurate results:
\[ v_e \leq v_a/2. \]

I now state three results that can be proven based on the assumptions I have made. The first result states that the functions \( C \) and \( V \) have unique maxima, i.e., there is a particular reliability that a rational credit-maximizing scientist would choose, and there is a particular reliability that maximizes the social value of the scientist’s contribution (which may be different or the same as the value that maximizes credit). This result does not use the controversial assumption 3.4 (which concerns the smoothness of the speed function) or the potentially controversial parts of assumption 3.6.

**Theorem 3.7.** If assumptions 3.1, 3.2, 3.3, 3.5, and 3.6.a are satisfied, then there exist unique values \( p^*_C < 1 \) and \( p^*_V < 1 \) that maximize the functions \( C \) and \( V \) respectively, i.e.,

\[
C(p^*_C) = \max_{p\in[0,1]} C(p) \quad \text{and} \quad V(p^*_V) = \max_{p\in[0,1]} V(p).
\]

(See appendix 3 for proofs of the results in this section.)

Note that even with these fairly minimal assumptions, it follows that \( p^*_V < 1 \). This means that even from the social perspective perfect reliability is not a goal worth striving for. Or in other words, even if the scientist was “high-minded” in the sense that she only cared about maximizing the social value of her scientific work, she should not strive to avoid error at all cost.
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That \( p^*_V < 1 \) is a more or less direct consequence of assumption 3.3 ("no perfect work") and hence reflects the insight of Lakatos and Quine that there is no certainty in science. It means that even in a science functioning perfectly, a tradeoff between speed and reliability must be made, and hence errors should be expected. This reflects back on the discussion of peer review: it is designed on the basic premise that there will be errors, and science must attempt to catch them as early as possible. If errors are expected, it also seems wrong to hold it against individual scientists too much when they make mistakes, which gives some additional philosophical support for assumption 3.6.d \((v_e < c_e)\).

The second result says that the imperfections in the peer review system and the way credit is awarded systematically favor lower levels of reliability. That is, a scientist who maximizes expected credit will choose a reliability no higher than the optimal level from the perspective of maximizing social value. This result does not use the controversial assumption 3.4 or the assumption that the social value of erroneous results is at most half that of accurate results (assumption 3.6.e).

**Theorem 3.8.** Let assumptions 3.1, 3.2, 3.3, 3.5, and 3.6.a–3.6.d be satisfied, and define \( p^*_C \) and \( p^*_V \) as in theorem 3.7. Then \( p^*_C \leq p^*_V \).

I interpret this result as showing that, given imperfect peer review, there is a credit-incentive to produce research at a systematically lower reliability than is socially optimal. But it could easily be objected that I have not shown this: theorem 3.8 leaves open the possibility that \( p^*_C = p^*_V \), the happy case in which individual and social incentives align exactly.

However, the happy case can only arise in one of two situations. First, if the value of erroneous results is so high that it is both individually and socially optimal to have no concern whatsoever for reliability \( (p^*_C = p^*_V = 0, \text{ see figure 3.2}) \). Second, if the speed function is not differentiable at the point of optimality (see figure 3.3). The third result shows that if these two
Figure 3.2: If $\lambda(p) = 2 - p - p^2$ (the solid red line) and $v_e$ is relatively high, it may be that $p_C^* = p_V^* = 0$. In this example, the function $C$ is shown as a dotted blue line (with $c_\alpha/\beta = 1$ and $c_e\alpha = 8/9$) and the function $V$ is shown as a dashed green line (with $v_\alpha/\beta = 1$ and $v_e\alpha = 7/9$).

situations are ruled out there is a definite misalignment between individual and social incentives.

**Theorem 3.9.** Let assumptions 3.1, 3.2, 3.3, 3.4, 3.5, and 3.6 be satisfied, and define $p_C^*$ and $p_V^*$ as in theorem 3.7. Then $p_C^* < p_V^*$.

So when all the assumptions are brought into play, credit-maximization gives the scientist an incentive to work faster, but less reliably, than is optimal from the perspective of maximizing social value.

This result depends crucially on the imperfections in the peer review system, and in particular the possibility of false positives. If $\alpha = 0$ and

---

11 Some of the assumptions can be weakened: I have chosen to present them in a way that allows me to focus on their plausibility, rather than stating them as generally as possible. For example, in theorems 3.7 and 3.8 assumption 3.5 (imperfect peer review) can be weakened: $\beta > 0$ and $\beta \geq \alpha$ suffices for theorem 3.8 and just $\beta > 0$ suffices for theorem 3.7. In theorems 3.8 and 3.9 assumption 3.6.b ($v_\alpha = c_\alpha$) can be weakened: if $c_e \geq 0$ then $v_\alpha \geq c_\alpha$ suffices and if $c_e \leq 0$ then $v_\alpha \leq c_\alpha$ suffices.
Figure 3.3: If $\lambda(p) = 1 - p/2$ for $p \leq 2/3$ and $\lambda(p) = 2(1-p)$ for $p > 2/3$ then $\lambda$ (solid red) is not differentiable at $p = 2/3$. Then the functions $C$ (dotted blue, with $c_\alpha\beta = 2$ and $c_\alpha\alpha = 4/5$) and $V$ (dashed green, with $v_\alpha\beta = 2$ and $v_\epsilon\alpha = 0$) may both be maximized there: $p_C^* = p_V^* = 2/3$

If $\beta > 0$ then assumptions 3.1, 3.2, 3.3, and 3.6.a are sufficient to show that the functions $C$ and $V$ have unique maxima, and that these maxima are equal. Intuitively, given imperfect peer review it makes sense for scientists to quickly produce lots of papers and “see what sticks” rather than spending too much time perfecting any one paper.

Hence I interpret theorems 3.8 and 3.9 as showing that imperfections in the peer review system create a systematic bias that leads credit-maximizing scientists to favor speed over reliability relative to the social optimum. While individual scientists may have other goals than maximizing credit, this means that scientists have an incentive to rush into print: the way their work is rewarded with credit systematically favors a focus on speed over reliability.
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One feature of Fleischmann and Pons’ work that presumably played a role in their decision to go public but did not appear in the model so far is the potential impact of their work. As the media emphasized in the days after the press conference, if cold fusion worked it held the promise of an energy revolution.

Fleischmann and Pons could perhaps be described as “impact-seekers”, scientists who go in for risky research in relatively unexplored areas that promises to yield great rewards if successful (Close 1991, p. 71, describes Fleischmann in this way). In contrast, many scientists are “safety-seekers”, content to make small contributions that are likely to be correct and accepted and/or can be made relatively quickly. The distinction is analogous to that between mavericks and followers (Weisberg and Muldoon 2009) or explorers and extractors (Thoma 2015), but goes back much further (e.g., Hull 1988, p. 474). I use different terminology to avoid the implication that this is a binary distinction rather than a graded one, or that there is necessarily a psychological explanation for it.

In this section I expand the previous model to include research with differential potential impact. The scientist now has to make a three-way tradeoff. She chooses both the reliability and the impact, but choosing either or both of these too highly comes at the expense of speed (compare the old business saying “You can have it good, fast, or cheap; pick two”).

Above I showed that if there are imperfections in the peer review system, scientists tend to favor speed over reliability (relative to the social optimum). The first question I aim to investigate here is what the consequences of imperfections in the peer review system are in this more complicated model. The second question is to what extent the different “types” of scientists—impact-seekers and safety-seekers—show up in the model. More specifically,
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can credit incentives explain the existence of both types?\textsuperscript{12}

In the model of this section the scientist chooses both a desired reliability \( p \) and a desired impact level \( c \). Since \( p \) is interpreted as a probability, its domain is naturally constrained to the interval \([0, 1]\). The impact \( c \) is not similarly constrained. However, I assume that, at least for a given value of \( p \), there is a maximum impact that can be achieved \( \mu(p) \). For any admissible choice of \( p \) and \( c \), \( \lambda(p, c) \) gives the scientist’s speed. The following definitions formalize this setup.

**Definition 3.10.** The **maximum impact function** is a function \( \mu : [0, 1] \to [0, \infty) \). The **set of admissible choices** is the set \( D = \{(p, c) \mid p \in [0, 1], c \in [0, \mu(p)]\} \). The **speed function** has \( D \) as its domain: it is a function \( \lambda : D \to \mathbb{R} \).

I make a number of assumptions on the shape of \( \lambda \). These assumptions are very similar to the ones I made before. Although they have to be adapted to the new context, their justification is as before.

First I assume that the speed function is decreasing in each of its arguments. That is, at a fixed level of reliability, increasing the impact decreases speed, and at a fixed level of impact, increasing reliability decreases speed.

**Assumption 3.11** (The speed function is decreasing).

3.11.a. For all \( p, p' \in [0, 1] \), if \( p < p' \) and \( c \leq \min\{\mu(p), \mu(p')\} \), then \( \lambda(p', c) < \lambda(p, c) \).

3.11.b. For all \( p \in [0, 1) \), if \( c < c' \leq \mu(p) \), then \( \lambda(p, c') < \lambda(p, c) \).\textsuperscript{13}

**Assumption 3.12** (The speed function is concave). For any \( (p, c), (p', c') \in D \) and \( t \in [0, 1] \),

\textsuperscript{12}This question is raised by [Thoma (2015), section 4.4]. She points out that, from the purely epistemic perspective taken by [Weisberg and Muldoon (2009)], this cannot be explained: “In their model, it was unclear why anybody would choose to be a [safety-seeker], given their lack of productivity. In [Thoma’s model], the question is why anybody would choose to be an [impact-seeker]” (Thoma 2015, p. 470).

\textsuperscript{13}This assumption excludes the case where \( p = 1 \). This is because subsequent assumptions entail that \( \lambda(1, c) = 0 \) for all \( c \), which would contradict this assumption if \( \mu(1) > 0 \).
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3.12.a. \((tp + (1 - t)p', tc + (1 - t)c') \in D\)

3.12.b. \(t\lambda(p, c) + (1 - t)\lambda(p', c') \leq \lambda(tp + (1 - t)p', tc + (1 - t)c')\).

As before, this assumption says that there are decreasing marginal returns from decreasing reliability to gain speed. This more general version says that there are also decreasing marginal returns from decreasing the impact level, which is justified for the same reason.

**Assumption 3.13.** The function \(\lambda\) vanishes as \(p\) or \(c\) approaches the edge of its domain \(D\).

3.13.a. \(\lim_{p \to 1} \lambda(p, 0) = 0\).

3.13.b. For all \(p \in [0, 1]\), \(\lim_{c \to \mu(p)} \lambda(p, c) = 0\).

This assumption has a role similar to assumption 3.3 (the “no perfect work” assumption). Assumption 3.13.a is in fact identical to that assumption (although for technical reasons I only need to make the assumption for the case \(c = 0\)) and has the same justification. Assumption 3.13.b formalizes the idea that \(\mu(p)\) represents the maximum impact that can be achieved at a given reliability \(p\), by requiring that the scientist’s speed becomes negligible as this value is approached.

**Assumption 3.14** (The speed function is differentiable (in \(p\))). The partial derivative of the function \(\lambda\) with respect to its first argument exists on the interior of its domain, i.e., \(\frac{\partial}{\partial p}\lambda(p, c)\) exists whenever \(0 < p < 1\) and \(0 < c < \mu(p)\).

This assumption requires that the speed function is “smooth” (at least in one direction). As before, I consider results both with and without this assumption.

\(^{14}\)It does not follow from the definition of the domain \(D\) of \(\lambda\) or the assumptions made so far that \((tp + (1 - t)p', tc + (1 - t)c') \in D\), but this is required for the idea of a concave function to make sense, hence this assumption. It is equivalent to the assumption that \(\mu\) is a concave function.
What does the credit function look like in this more general setting? The main difference is that the credit for an accurate result is no longer an exogenously fixed parameter $c_a$, but a variable $c$ whose value is chosen by the scientist. As for the credit for an erroneous result, there is a modeling choice to be made. Either it is a fixed absolute value, independent of the impact the result would have had if it was accurate, or it is proportional to the impact. Here I choose the latter option (although I suspect that similar results could be proven if the former option was used).

So credit for erroneous results ($c_e$ in the previous section) is now given by $r_c c$: a proportionality constant $r_c$ times the scientist’s chosen impact level $c$. If $r_c > 0$, this means that erroneous results that would have had a high impact get more credit (“at least you tried something ambitious”). If $r_c < 0$, this means that erroneous results of potentially high impact are penalized more harshly (“the bigger they are, the harder they fall”). This seems right at least for the case of Fleischmann and Pons: the amount of attention given to proving them wrong, and the effect on their personal reputations, seems to have been bigger exactly because of the potential impact their work could have had.

So the scientist’s expected credit, as a function of $p$ and $c$, is

$$C(p, c) = \beta pc\lambda(p, c) + \alpha(1-p)r_c c\lambda(p, c).$$

Now consider the social value of the scientist’s work. I assume that the impact level $c$ chosen by the scientist reflects not only the potential reward (credit) but also the potential social value of the work. So the variable $c$ replaces not only the parameter $c_a$ but also the parameter $v_a$. This is equivalent to assumption \[3.6.b\] ($c_a = v_a$) but for notational convenience here I build this assumption into the definition of the function $V$ rather than stating it separately.

As I did for the case of credit, I assume that the social value of an erroneous result is determined in proportion to the value of an accurate result,
i.e., $v_e$ is replaced by $r_v c$, where $r_v$ is the proportionality constant for the social value of erroneous results. So the social value of the scientist’s research, as a function of $p$ and $c$, is

$$V(p, c) = \beta pc\lambda(p, c) + \alpha(1 - p)r_v c\lambda(p, c).$$

The assumption on the peer review parameters $\alpha$ and $\beta$ is exactly like before. I restate it here as a reminder.

**Assumption 3.15** (Imperfect peer review). The peer review acceptance probabilities $\alpha \in [0, 1]$ and $\beta \in [0, 1]$ are such that $\beta > \alpha > 0$.

The assumptions on the parameters $r_c$ and $r_v$ are similar to the assumptions on $c_e$ and $v_e$ I made in assumption 3.6 with the following changes. First, assumptions 3.6.a and 3.6.b are no longer needed because they are built into the definition of the functions $C$ and $V$. Second, assuming that $r_c \leq 1$ is interpretationally equivalent to the assumption that $c_e \leq c_a$ which I made above (because $r_c \leq 1$ if and only if $r_cc \leq c$). Third, for technical reasons, a slightly stronger assumption on the value of erroneous results is needed: $r_v \leq 1/3$ instead of $v_e \leq v_a/2$.

**Assumption 3.16** (Credit and social value).

3.16.a. Erroneous results are awarded no more credit than accurate results: $r_c \leq 1$.

3.16.b. The social value of erroneous results is less than the credit given for them: $r_v < r_c$.

3.16.c. The social value of erroneous results is at most a third that of accurate results: $r_v \leq 1/3$.

I present three results that use some or all of the above assumptions. The first result says that there are unique choices of reliability and impact level that maximize expected credit and that maximize social value. Assumptions 3.14 and 3.16 are not needed.
Theorem 3.17. If assumptions 3.11, 3.12, 3.13, and 3.15 are satisfied, then there exist unique points \((p^*_C, c^*_C)\) and \((p^*_V, c^*_V)\) that maximize the functions \(C\) and \(V\) respectively, i.e.,

\[
C(p^*_C, c^*_C) = \max_{(p, c) \in D} C(p, c) \quad \text{and} \quad V(p^*_V, c^*_V) = \max_{(p, c) \in D} V(p, c).
\]

Moreover, \(p^*_C < 1\) and \(0 < c^*_C < \mu(p^*_C)\); and \(p^*_V < 1\) and \(0 < c^*_V < \mu(p^*_V)\).

(See appendix C for proofs of the results in this section.)

If assumptions 3.16.a and 3.16.b are added the credit-maximizing reliability \(p^*_C\) is at most the social value maximizing reliability \(p^*_V\).

Theorem 3.18. Let assumptions 3.11, 3.12, 3.13, 3.15, 3.16.a, and 3.16.b be satisfied, and define \((p^*_C, c^*_C)\) and \((p^*_V, c^*_V)\) as in theorem 3.17. Then \(p^*_C \leq p^*_V\).

And, finally, if assumptions 3.14 and 3.16.c are added the inequality is strict.

Theorem 3.19. Let assumptions 3.11, 3.12, 3.13, 3.14, 3.15, and 3.16 be satisfied, and define \((p^*_C, c^*_C)\) and \((p^*_V, c^*_V)\) as in theorem 3.17. Then \(p^*_C < p^*_V\).

How do these results shed light on the two questions I raised above?

First, imperfections in the peer review system give the scientist an incentive to favor speed and/or impact over reliability, relative to what she would do if she were trying to maximize the social value of her work. This is true under essentially the same conditions as above. So the results expressed in theorems 3.8 and 3.9 are seen to be robust against the introduction of the dimension of impact.

Second, theorem 3.17 rules out the possibility that a scientist could switch from being a safety-seeker to an impact-seeker (increasing impact at the expense of reliability) or vice versa, while remaining at a global maximum of either \(C\) or \(V\). For a credit-maximizing scientist, there is just one rational
choice, not a range of admissible values between which an independent preference for being an impact-seeker or a safety-seeker might act as a tie-breaker. This consequence of the model may be seen as surprising.

This does not rule out the existence of different “types” of scientists. But it suggests that these types are the result of differences in the shape of the speed function of different scientists. If the speed function describes the tradeoff between reliability, impact, and speed for a given scientist, the location of the optimum given that particular speed function determines the type of scientist she will be (or at least has a credit-incentive to be). If the speed function is more or less fixed over the course of a career\(^ {15} \) and outside the scientist’s control, theorem 3.17 can be interpreted as showing that different types of scientists are the result of differences in aptitude rather than choice.

Whether a scientist is likely to be an impact-seeker or a safety-seeker is thus determined by the shape of her speed function. The following example illustrates this.

**Example 3.20.** Consider two scientists. For scientist 1, the tradeoff between reliability, impact, and speed is given by the speed function \( \lambda_1 \), where

\[
\lambda_1(p, c) = -\frac{3}{4}p^4 - \frac{1}{4}p^2 - \frac{1}{2}pc - \frac{1}{4}c^2 - \frac{3}{4}c + 1,
\]

for all \( 0 \leq p \leq 1 \) and \( 0 \leq c \leq \frac{1}{2}(\sqrt{25 + 12p - 12p^4} - 3 - 2p) \) (see figure 3.4). Note that this function satisfies assumptions 3.11, 3.12, 3.13, and 3.14. Suppose further that \( r_c = 0 \).\(^ {16} \) Then the credit-maximizing choice for scientist 1 is \( p \approx 0.52 \) and \( c \approx 0.38 \).

In contrast, scientist 2’s speed function is given by

\(^{15}\text{See Huber (2001, and citations therein) for evidence that the productivity of scientists is, on average, constant over the course of a career.}\)

\(^{16}\text{As a result I need to make no specific assumption on the values of \( \alpha \) and \( \beta \): the maximum of \( C \) will not depend on this as long as \( \beta > 0 \).}\)
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Figure 3.4: Graphs of $\lambda_1$ (on the left) and $\lambda_2$ (on the right).

$$\lambda_2(p, c) = -\frac{1}{4}p^2 - \frac{1}{2}pc - \frac{1}{4}c^2 - \frac{3}{4}c^4 - \frac{3}{4}p + 1,$$

for all $0 \leq c \leq 1$ and $0 \leq p \leq \frac{1}{2}(\sqrt{25 + 12c - 12c^4} - 3 - 2c)$ (see figure 3.4).

This function also satisfies assumptions 3.11, 3.12, 3.13, and 3.14. But the credit-maximizing choice for scientist 2 is $p \approx 0.38$ and $c \approx 0.52$.

Scientist 1’s speed function “favors” reliability compared to scientist 2’s, which “favors” impact. This is because $\lambda_1$ is closer to linear in $c$—having only a small quadratic component—while it is a fourth-degree polynomial in $p$ ($\lambda_2$ is simply its mirror image). So if the scientists are responsive to credit incentives, scientist 1 will behave more like a safety-seeker, doing relatively safe, low-impact research. Scientist 2 on the other hand will behave more like an impact-seeker, doing more risky, high-impact research.

In general, given that the speed function is concave and decreasing, the less linear it is in one of its variables the higher the optimal value for that variable will be. So more linear behavior in $c$ and less linear behavior in $p$ produces safety-seekers, and the reverse impact-seekers.

Moreover, if scientists are credit-maximizers, and assumptions 3.11, 3.12, 3.13, and 3.15 are justified, then theorem 3.17 guarantees that differences in the shape of the speed function are the only way different types of scientists
This is potentially a problem. Weisberg and Muldoon (2009) and Thoma (2015) have investigated whether there is an epistemically optimal distribution of safety-seekers and impact-seekers in a scientific community. Thoma (2015, section 4.4) points out that credit may play a crucial role in motivating scientists to distribute themselves over the types. But if differences in aptitude are required for credit to play this role, there is no reason to expect the resulting distribution of safety-seekers and impact-seekers to be anywhere close to optimal.

3.5 Conclusion

The following four conclusions can be drawn from the work presented in this paper.

First, imperfections in the peer review system create a misalignment between when it is optimal to “go public” from a credit-maximizing perspective and the socially optimal time to do so. This misalignment systematically sacrifices reliability. So scientists have a credit-incentive to produce work that is less reliable than is socially optimal. This is true when only the trade-off between speed and reliability is considered as well as when a three-way tradeoff between speed, reliability, and impact is considered (in each case, under some plausible assumptions on the way they trade off).

This misalignment hurts science and society: by definition, any deviation from the social optimum hurts the progress of science and the social benefits of that progress. More specifically, lower reliability implies that more errors enter the scientific literature. The combination of imperfections in the peer review system and credit-maximization is thus a source of reproducibility problems.

What can be done about this? One solution is to eliminate imperfections in the peer review system. Without those imperfections credit-incentives are
perfectly aligned with the social optimum in my model. But this is a lot to ask: it requires reviewers at scientific journals to never make mistakes in predicting the reception of the paper by other scientists in the short- to mid-term.

However, I noted that the misalignment of incentives in the model is exclusively caused by false positives (accepting erroneous results for publication). So reducing those can bring the credit-maximizing optimum closer to the social optimum. This would seem to recommend conservative editorial practices: rejecting papers even based on fairly minimal doubts about their accuracy. But if reducing false positives leads to more false negatives (rejecting accurate results) the effect will be that the maximum social value is itself lowered, even if the credit-maximizing optimum is brought closer to it. Investigating that particular tradeoff is beyond the scope of this paper.

A different way to eliminate imperfections in the peer review system would be to get rid of peer review (and perhaps even scientific journals) altogether. But even such a drastic rethinking of the way scientific research is disseminated would not avoid this problem. The problem arises because scientific work needs to be evaluated in some way or other in the short run, whereas its accuracy is not known with certainty until at least the mid-term. A system that could predict accuracy perfectly seems in principle impossible, as it would need to predict the outcomes of future research that establishes the accurate or erroneous nature of the present work. Hence, while I have focused discussion on imperfections in the peer review system, the existence of peer review in its current form is not essential to the problem.

Another solution would focus on the amount of credit given for erroneous results. I referred repeatedly to Budd et al. (1998) and Tatsioni et al. (2007), who showed that scientists continue to give credit (in the form of citations) to research that has been shown to be erroneous. If the credit given to erroneous

\[^{17}\text{More specifically, it can be shown (under the assumptions of theorems } 3.9 \text{ and } 3.19\text{) that reducing the value of } \alpha \text{ reduces the difference between } p_C^* \text{ and } p_V^* \text{. In the limiting case where } \alpha = 0 \text{ they are equal.}\]
results matched the social value of those results more closely, the gap between the credit-maximizing optimum and the social optimum would be reduced. It would be helpful, for example, if there was a broader awareness of which research has been shown to be erroneous. But again this may be hard to achieve in practice.

A third solution would be to try to somehow compensate for the misalignment. For example, Nelson et al. (2012) have suggested limiting the number of papers scientists may publish per unit time. This would create an incentive to favor reliability over speed that could in principle balance out the misalignment I have shown. But this suggestion comes with its own problems. The limit on the number of papers would have to be just right to balance out the incentive to favor speed over reliability without overshooting the optimum in the other direction, needlessly harming the timely publication of accurate results. This problem is exacerbated by the fact that different scientists may have different speed functions, which may require different publication limits to create the best incentive structure.

As all of these suggestions have some problems associated with them, it is not clear which one(s) should be recommended. I leave a more detailed comparison of these and other possible solutions to future work.

The second conclusion is that perfect reliability is neither to be expected nor to be desired. The reason for this is of course that if scientists were too demanding in perfecting their research before publishing it, nothing would ever get published. The point is hardly new (it goes back at least to Lakatos and Quine), but since philosophers of science and epistemologists have said a lot about error avoidance but relatively little about how to achieve this in a reasonable time frame (cf. Friedman 1979, Heesen 2015), it is worth emphasizing.

Third, I considered the difference between scientists who pursue high-impact research that is risky with regard to reliability and/or speed (“impactseekers”) and scientists who pursue more mundane research relatively likely
to be accurate and/or fast (“safety-seekers”). My model suggests that the existence of these types of scientists reflects a difference in aptitude rather than a preference for certain kinds of research: impact-seekers are scientists with an aptitude for high-impact research at a relatively small cost in speed, while safety-seekers can pursue highly reliable research at a relatively small cost in speed.

Considering the tradeoff between speed, reliability, and impact explicitly shows that high-impact research (or “transformative” research in modern terms) is likely to be less reliable. Example 3.20 illustrates this. Thus it seems unreasonable to hold impact-seekers to the same standards of evidence as safety-seekers. In this way my model justifies to some extent the practice at institutions like the NSF and the NIH to consider a grant proposal’s “potential to be transformative” separately from its likelihood to succeed. By considering the criteria separately, these institutions aim to prevent biasing their evaluation process for or against impact-seekers or safety-seekers.

Finally, the work in this paper suggests a reevaluation of Fleischmann and Pons’ decision to go public with their work on cold fusion. That decision has been much maligned for being premature. The rejection of cold fusion by the scientific establishment and the subsequent decline of cold fusion research would seem to vindicate the judgment of prematurity. But Fleischmann and Pons could not know this at the time. The question is whether their decision was irrational, given the information available to them.

Two of the above conclusions suggest that it may not have been. First, imperfections in the peer review system may make it rational for a credit-maximizing scientist to submit relatively unreliable work, i.e., work with a relatively high chance of later being proven wrong. Second, scientists who are pursuing high-impact research should be given more leeway to produce relatively unreliable results.

Fleischmann and Pons were well aware of the uncertainties surrounding cold fusion at the time they went public. They also knew that if they did not
go public, the risk of being scooped was extremely high. The above considerations suggest (without proving of course) that under these circumstances it may well have been rational to go public despite the uncertainties.

Fleischmann and Pons went out on a limb, as every scientist does when she publishes her work. On this occasion, they got burned. But I submit that this was not primarily the result of poor judgment, although it may be easy to come to the opposite conclusion with the benefit of hindsight. Rather, they did exactly what other scientists have done on countless occasions: they weighed the risk of going public against the potential reward. That they are now maligned rather than celebrated is largely the result of bad luck.
Chapter 4

When Journal Editors Play Favorites

4.1 Introduction

Journal editors occupy an important position in the scientific landscape. By making the final decision on which papers get published in their journal and which papers do not, they have a significant influence on what work is given attention and what work is ignored in their field (Crane 1967).

In this paper I investigate the following question: should the editor be informed about the identity of the author when she is deciding whether to publish a particular paper? Under a single- or double-blind reviewing procedure, the editor has access to information about the author, whereas under a triple-blind reviewing procedure she does not. So in other words the question is: should journals practice triple-blind reviewing?

Two kinds of arguments have been given in favor of triple-blind reviewing. One focuses on the treatment of the author by the editor. On this kind of argument, revealing identity information to the editor will lead the editor to (partially) base her judgment on irrelevant information (such as the gender of the author, or whether or not the editor is friends with the author). This
harm the author, and is thus bad.

The second kind of argument focuses on the effect on the journal and its readers. Again, the idea is that the editor will base her judgment on identity information if given the chance to do so. But now the further claim is that as a result the journal will accept worse papers. After all, if a decision to accept or reject a paper is influenced by the editor’s biases, this suggests that a departure has been made from a putative “objectively correct” decision. This harms the readers of the journal, and is thus bad.

Here I provide a philosophical discussion of the reviewing procedure to assess these arguments. I distinguish between two different ways the editor’s judgment may be affected if the author’s identity is revealed to her. First, the editor may treat authors she knows differently from authors she does not know. Second, the editor may treat authors differently based on their membership of some group (e.g., gender bias). My discussion focuses on the following three claims.

My first claim is that the first kind of differential treatment the editor may display (based on whether she knows a particular author) actually benefits rather than harms the readers of the journal. This benefit is the result of a reduction in editorial uncertainty about the quality of submitted papers when she knows their authors. I construct a model to show in a formally precise way how such a benefit might arise—surprisingly, no assumption that the scientists the editor knows are somehow “better scientists” is required—and I cite empirical evidence that such a benefit indeed does arise. However, this benefit only applies in certain fields. I argue that in other fields (in particular, mathematics and the humanities) no significant reduction of uncertainty—and hence no benefit to the readers—occurs (section 4.2).

My second claim is that either kind of differential treatment the editor may display (based on whether she knows authors or based on bias against certain groups) harms authors. I argue that any instance of such differential treatment constitutes an epistemic injustice in the sense of Fricker (2007).
against the disadvantaged author. If the editor is to be (epistemically) just, she should prevent such differential treatment, which can be done through triple-blind reviewing. So I endorse an argument of the first of the two kinds I identified above: triple-blind reviewing is preferable because not doing so harms authors (section 4.3).

My third claim is that whether differential treatment also harms the journal and its readers depends on a number of factors. Differential treatment by the editor based on whether she knows a particular author may benefit readers, whereas differential treatment based on bias against certain groups may harm them. Whether there is an overall benefit or harm depends on the strength of the editor’s bias, the relative sizes of the different groups, and other factors, as I illustrate using the model. As a result I do not in general endorse the second kind of argument, that triple-blind reviewing is preferable because readers of the journal are harmed otherwise. However, I do endorse this argument for fields like mathematics and the humanities, where I claim that the benefits of differential treatment (based on uncertainty reduction) do not apply (section 4.4).

Note that, in considering the ethical and epistemic effects of triple-blind reviewing, a distinction is made between the effects on the author and the effects on the readers of the journal. This reflects a growing understanding that in order to study the social epistemology of science, what is good for an individual inquirer must be distinguished from what is good for the wider scientific community (Kitcher 1993, Strevens 2003, Mayo-Wilson et al. 2011). Zollman (2009) has studied the effects of different editorial policies on the number of papers published and the selection criteria for publication, but he does not focus specifically on the editor’s decisions and the uncertainty she faces. Economists have studied models in which editor decisions play an important role (Ellison 2002a, Faria 2005, Besancenot et al. 2012), but they have not distinguished between papers written by scientists the editor knows and papers by scientists unknown to her, and neither have they been con-
cerned with biases the editor may be subject to. And some other economists have done empirical work investigating the differences between papers with and without an author-editor connection \cite{Laband1994,Medoff2003,Smith1998}, but they do not provide a model that can explain these differences. This paper thus fills a gap in the literature.

### 4.2 A Model of Editor Uncertainty

As I said in the introduction, journal editors have a certain measure of power in a scientific community because they decide which papers get published\footnote{Different journals may have different policies, such as one in which associate editors make the final decision for papers in their (sub)field. Here, I simply define “the editor” to be whomever makes the final decision whether to publish a particular paper.}

An editor could use this discretionary power to the benefit of her friends or colleagues, or to promote certain subfields or methodologies over others. This phenomenon has been called *editorial favoritism*. If anecdotal evidence is to be believed, this phenomenon is widespread. Some systematic evidence of favoritism exists as well. Bailey et al. \cite{Bailey2008} find that academics believe editorial favoritism to be fairly prevalent, with a nonnegligible percentage claiming to have perceived it firsthand. Laband \cite{Laband1985} and Piette and Ross \cite{Piette1992} find that, controlling for citation impact and various other factors, papers whose author has a connection to the journal editor are allocated more journal pages than papers by authors without such a connection\footnote{Here, page allocation is used as a proxy for journal editors’ willingness to push the paper. The more obvious variable to use here would be whether or not the paper is accepted for publication. Unfortunately, there are no empirical studies which measure the influence of a relationship between the author and the editor on acceptance decisions directly. Presumably this is because information about rejected papers is usually not available in these kinds of studies.}

In this paper, I refer to the phenomenon that editors are more likely to accept papers from authors they know than papers from authors they do not know as *connection bias.*
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Academics tend to disapprove of this behavior (Sherrell et al. 1989, Bailey et al. 2008a,b). In both of the studies by Bailey et al., in which subjects were asked to rate the seriousness of various potentially problematic behaviors by editors and reviewers, this disapproval was shown (using a factor analysis) to be part of a general and strong disapproval of “selfish or cliquish acts” in the peer review process. Thus it appears that the reason for the disapproval of editors publishing papers by their friends and colleagues is that it shows the editor acting on private interests, rather than displaying the disinterestedness that is the norm in science (Merton 1942).

On the other hand, if connection bias was a serious worry for authors, one would expect this to be a major consideration for them in choosing where to submit their papers (i.e., submit to journals where they know the editor), but Ziobrowski and Gibler (2000) find that this is not the case. Moreover, despite working scientists’ disapproval, there is some evidence that connection bias improves the overall quality of accepted papers (Laband and Piette 1994a, Medoff 2003, Smith and Dombrowski 1998). Does that mean scientists are misguided in their disapproval?

As indicated in the introduction, I distinguish between the effects of editors’ biases on the authors of scientific papers on the one hand, and the effects on the readers of scientific journals on the other hand. In this section, I use a formal model to show that these two can come apart: connection bias may negatively affect scientists as authors while positively affecting scientists as readers. Note that in this section I focus only on connection bias.

---

3In particular, authors who know an editor and thus could expect to profit from connection bias would find knowing the editor and the composition of the editorial board more generally to be important factors in deciding where to submit, contrary to Ziobrowski and Gibler’s evidence (these factors are ranked twelfth and sixteenth in importance in a list of sixteen factors that might influence the decision where to submit). Similarly, authors who do not know an editor would find a lack of (perceived) connection bias and the composition of the editorial board to be important factors, but these rank only seventh and twelfth in importance in Ziobrowski and Gibler’s study. In a similar survey by Mackie (1998 chapter 4), twenty percent of authors indicated that knowing the editor and/or her preferences is an important consideration in deciding where to submit a paper.
Subsequent sections consider other biases.

Consider a simplified scientific community consisting of a set of scientists. Each scientist produces a paper and submits it to the community’s only journal which has one editor.

Some papers are more suitable for publication than others. I assume that this suitability for publication can be measured on a single numerical scale. For convenience I call this the quality of the paper. However, I remain neutral on how this notion should be interpreted, e.g., as an objective measure of the epistemic value of the paper (which is perhaps an aggregate of multiple relevant criteria), or as the number of times the paper would be cited in future papers if it was published, or as the average subjective value each member of the scientific community would assign to it if they read it.

Crucially, the editor does not know the quality of the paper at the time it is submitted. The aim of this section is to show how uncertainty about quality can lead to connection bias. To make this point as starkly as possible, I assume that the editor cares only about quality, i.e., she makes an estimate of the quality of a paper and publishes those and only those papers whose quality estimate is high.

Let $q_i$ be the quality of the paper submitted by scientist $i$. Since there is uncertainty about the quality, $q_i$ is modeled as a random variable. Since some scientists are more likely to produce high quality papers than others, the mean $\mu_i$ of this random variable may be different for each scientist. I assume that quality follows a normal distribution with fixed variance: $q_i \mid \mu_i \sim N(\mu_i, \sigma_{qu}^2)$.

The assumptions of normality and fixed variance are made primarily to keep the mathematics simple. Below I make similar assumptions on the distribution of average quality in the scientific community and the distribution of reviewers’ estimates of the quality of a paper. There is no particular rea-

\footnote{For more on potential difficulties with interpreting the notion of quality, see Bright (2015).}
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son to expect quality to follow a normal distribution. One might also expect variances to vary, for example, particularly “good” scientists might not only have a high average quality, but might also be more reliable in the sense of having a lower variance around this mean. Or there might be different types of scientists: some who produce high-quality papers consistently, and others whose average is not particularly high but who occasionally produce a paper of spectacularly high quality. Whether and under what circumstances departures from the assumptions of normality and fixed variance lead to different results is a question I leave for future research.

If the editor knows scientist \( i \), she has some prior information on the average quality of scientist \( i \)’s work. This is reflected in the model by assuming that the editor knows the value of \( \mu_i \). For scientists she does not know, the editor is uncertain about the average quality of their work. All she knows is the distribution of average quality in the larger scientific community, which I also assume to be normal: \( \mu_i \sim N(\mu, \sigma_{sc}^2) \).

Note that I assume the scientific community to be homogeneous: the scientific community is split in two groups (those known by the editor and those not known by the editor) but average paper quality follows the same distribution in both groups. If I assumed instead that scientists known by the editor write better papers on average the results would be qualitatively similar to those I present below. If scientists known by the editor write worse papers on average this would affect my results. However, since most journal editors are relatively central figures in their field (Crane 1967), this would be an implausible assumption except perhaps in isolated cases.

The editor’s prior beliefs about the quality of a paper submitted by some scientist \( i \) reflects this difference in information. If she knows the scientist she knows the value of \( \mu_i \), and so her prior is \( \pi(q_i \mid \mu_i) \sim N(\mu_i, \sigma_{qu}^2) \). If the editor does not know scientist \( i \) she only knows the distribution of \( \mu_i \), rather than its exact value. Integrating out the uncertainty over \( \mu_i \) yields a prior \( \pi(q_i) \sim N(\mu, \sigma_{qu}^2 + \sigma_{sc}^2) \) for the quality of scientist \( i \)’s paper.
When the editor receives a paper she sends it out for review. In the context of this model, the main purpose of the reviewer’s report is to provide an estimate of the quality of the paper. But, I assume, even after reading the paper its quality cannot be established with certainty. Thus the reviewer’s estimate \( r_i \) of the quality \( q_i \) is again a random variable. I assume that the reviewer’s report is unbiased, i.e., its mean is the actual quality \( q_i \) of the paper. Once again I use a normal distribution to reflect the uncertainty:

\[
n_i \mid q_i \sim N(q_i, \sigma_{rv}^2).
\]

The editor uses the information from the reviewer’s report to update her beliefs about the quality of scientist \( i \)’s paper. I assume that she does this by Bayes conditioning. Thus, her posterior beliefs about the quality of the paper are \( \pi(q_i \mid r_i) \) if she does not know the author, and \( \pi(q_i \mid r_i, \mu_i) \) if she does.

The posterior distributions are themselves normal distributions whose mean is a weighted average of \( r_i \) and the prior mean, as given in proposition \[4.1\] (for a proof, see DeGroot [2004], section 9.5, or any other textbook that covers Bayesian statistics).

\(^5\)The reviewer’s report could reflect the opinion of a single reviewer, or the averaged opinion of multiple reviewers. The editor could even act as a reviewer herself, in which case the report reflects her findings which she has to incorporate in her overall beliefs about the quality of the paper. The assumption I make in the text can be used to cover any of these scenarios, as long as a given journal is fairly consistent in the number of reviewers used. If the number of reviewers is frequently different for different papers (and in particular when this difference correlates with the existence or absence of a connection between editor and author) the assumption of a fixed variance in the reviewer’s report is unrealistic because a report from multiple reviewers may be thought to give more accurate information (reducing the variance) than a report from a single reviewer. Similarly, editors may use different reviewers in different roles (e.g., one reviewer to assess technical aspects of the paper and one reviewer to assess non-technical aspects). This is no problem for my model as long as the editor aggregates and converts these assessments in such a way that they can be represented together as a single assessment of the quality of the paper.
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Proposition 4.1.

\[ \pi(q_i \mid r_i) \sim N \left( \mu_i^U, \frac{(\sigma_{qu}^2 + \sigma_{sc}^2) \sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} \right), \]

\[ \pi(q_i \mid r_i, \mu_i) \sim N \left( \mu_i^K, \frac{\sigma_{qu}^2 \sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{rv}^2} \right), \]

where

\[ \mu_i^U = \frac{\sigma_{qu}^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} r_i + \frac{\sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} \mu_i, \]

\[ \mu_i^K = \frac{\sigma_{qu}^2}{\sigma_{qu}^2 + \sigma_{rv}^2} r_i + \frac{\sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{rv}^2} \mu_i. \]

When does the editor choose to publish a paper? Here I assume that she publishes any paper whose posterior mean is above some threshold \( q^* \). So a paper written by a scientist unknown to the editor is published if \( \mu_i^U > q^* \) and a paper written by a scientist known to the editor is published if \( \mu_i^K > q^* \). This corresponds to being at least 50% confident that the paper’s quality is above the threshold. Other standards could be used (risk-averse standards might require more than 50% confidence that the paper is above some threshold, while risk-loving standards might require less; in these cases the threshold value needs to be adapted to keep the total number of accepted papers constant) but for my purposes here it does not much matter.

Now compare the probability that the paper of an arbitrary scientist \( i \) unknown to the editor is published to the probability that the paper of an arbitrary scientist known by the editor is published. For this purpose it is useful to determine the probability distribution of the posterior means (see appendix D for proofs of this and subsequent results).

Proposition 4.2. The posterior means are normally distributed, with \( \mu_i^U \sim N(\mu, \sigma_U^2) \) and \( \mu_i^K \sim N(\mu, \sigma_K^2) \). Here,
\[ \sigma_U^2 = \frac{\left(\sigma_{qu}^2 + \sigma_{sc}^2\right)^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} \quad \text{and} \quad \sigma_K^2 = \frac{\sigma_{qu}^4 + \sigma_{sc}^2(\sigma_{qu}^2 + \sigma_{rv}^2)}{\sigma_{qu}^2 + \sigma_{rv}^2}. \]

Moreover, if \( \sigma_{sc}^2 > 0 \) and \( \sigma_{rv}^2 > 0 \), then \( \sigma_U^2 < \sigma_K^2 \).

The main result of this section, which establishes the existence of connection bias in the model, is a consequence of proposition 4.2. It says that the editor is more likely to publish a paper written by an arbitrary author she knows than a paper written by an arbitrary author she does not know, whenever \( q^* > \mu \) (for any positive value of \( \sigma_{sc}^2 \) and \( \sigma_{rv}^2 \)). Since \( q^* = \mu \) would mean that exactly half of all papers get published, the condition amounts to a requirement that the journal’s acceptance rate is less than 50%. This is true of most reputable journals in most fields (physics being a notable exception). When acceptance rates are above 50% editorial favoritism is also much less of a concern in the first place.

**Theorem 4.3.** If \( q^* > \mu \), \( \sigma_{sc}^2 > 0 \), and \( \sigma_{rv}^2 > 0 \), the acceptance probability for authors known to the editor is higher than the acceptance probability for authors unknown to the editor, i.e., \( \Pr(\mu_K > q^*) > \Pr(\mu_U > q^*) \).

Theorem 4.3 shows that in the model I presented, any journal with an acceptance rate lower than 50% will be seen to display connection bias. Thus I have established the surprising result that an editor who cares only about the quality of the papers she publishes may end up publishing more papers by her friends and colleagues than by scientists unknown to her, even if her friends and colleagues are not, as a group, better scientists than average.

Why does this surprising result hold? The theorem follows immediately from proposition 4.2, which says that the distribution of \( \mu_U^i \) is less “spread out” than the distribution of \( \mu_K^i \) (\( \sigma_U^2 < \sigma_K^2 \)). This happens because \( \mu_U^i \) is a weighted average of \( \mu \) and \( r_i \), keeping it relatively close to the overall mean \( \mu \) compared to \( \mu_K^i \), which is a weighted average of \( \mu_i \) and \( r_i \) (which tend to differ from \( \mu \) in the same direction).
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Because the editor treats papers by authors she knows differently from papers by authors she does not know, authors unknown to the editor are arguably harmed. I pick up this point in section 4.3 and argue that this constitutes an epistemic injustice against those authors.

What I have shown so far is that an editor who uses information about the average quality of papers produced by scientists she knows in her acceptance decisions will find that scientists she knows produce on average more papers that meet her quality threshold. This is a subjective statement: the editor believes that more papers by scientists she knows meet her threshold. Does this translate into an objective effect? That is, does the extra information the editor has available about scientists she knows allow her to publish better papers from them than from scientists she does not know?

In order to answer this question I need to compare the average quality of accepted papers. More formally, I want to compare the expected value of the quality of a paper, conditional on meeting the publication threshold, given that the author is either known to the editor or not.

**Proposition 4.4.** If $\sigma_{sc}^2 > 0$, and $\sigma_{rv}^2 > 0$, the average quality of accepted papers from authors known to the editor is higher than the average quality of accepted papers from authors unknown to the editor, i.e., $E[q_i | \mu_i^K > q^*] > E[q_i | \mu_i^U > q^*]$.

Proposition 4.4 shows that the editor can use the extra information she has about scientists she knows to improve the average quality of the papers published in her journal. In other words, the surprising result is that the editor’s connection bias actually benefits rather than harms the readers of the journal. It is thus fair to say that, in the model, the editor can use her connections to “identify and capture high-quality papers”, as Laband and Piette (1994a) suggest.\(^6\)

---

\(^6\)This result applies to connection bias only. Below I consider other biases the editor might have, which yields more nuanced conclusions.
To what extent does this show that the connection bias observed in reality is the result of editors capturing high-quality papers, as opposed to editors using their position of power to help their friends? At this point the model is seen to yield an empirical prediction. If connection bias is (primarily) due to capturing high-quality papers, the quality of papers by authors the editor knows should be higher than average, as shown in the model. If, on the other hand, connection bias is (primarily) a result of the editor accepting for publication papers written by authors she knows even though they do not meet the quality standards of the journal, then the quality of papers by authors the editor knows should (presumably) be lower than average.

If subsequent citations are a good indication of the quality of a paper, a simple regression can test whether accepted papers written by authors with an author-editor connection have a higher or a lower average quality than papers without such a connection. This empirical test has been carried out a number of times, and the results univocally favor the hypothesis that editors use their connections to improve the quality of published papers (Laband and Piette 1994a, Smith and Dombrowski 1998, Medoff 2003).

Note that in the above results, nothing depends on the sizes of the variances $\sigma^2_{qu}$, $\sigma^2_{sc}$, and $\sigma^2_{rv}$. This is because these results are qualitative. The variances do matter when the acceptance rate and average quality of papers are compared quantitatively. For example, reducing $\sigma^2_{rv}$ (making the reviewer’s report more accurate) makes the differences in the acceptance rate and average quality of papers smaller.

Note also that the results depend on the assumption that $\sigma^2_{sc}$ and $\sigma^2_{rv}$ are positive. What is the significance of these assumptions?

---

7Recall that I have remained neutral on how the notion of quality should be interpreted. If quality is simply defined as “the number of citations this paper would get if it were published” the connection between quality and citations is obvious. Even on other interpretations of quality, citations have frequently been viewed as a good proxy measure (Cole and Cole 1967, 1968, Medoff 2003). This practice has been defended by Cole and Cole (1971) and Clark (1957, chapter 3), and criticized by Lindsey (1989) and Heesen (forthcoming).
If $\sigma^2_{\text{rv}} = 0$, i.e., if there is no variance in the reviewer’s report, the reviewer’s report describes the quality of the paper with perfect accuracy. In this case the “extra information” the editor has about authors she knows is not needed, and so there is no difference in acceptance rate or average quality based on whether the editor knows the author. But it seems unrealistic to expect reviewer’s reports to be this accurate (cf. the discussion of imperfect peer review in chapter 3).

If $\sigma^2_{\text{sc}} = 0$ there is either no difference in the average quality of papers produced by different authors, or learning the identity of the author does not tell the editor anything about the expected quality of that scientist’s work. In this case there is no value to the editor (with regard to determining the quality of the submitted paper) in learning the identity of the author. So here also there is no difference in acceptance rate or average quality based on whether the editor knows the author.

Under what circumstances should the identity of the author be expected to tell the editor something useful about the quality of a submitted paper? This seems to be most obviously the case in the lab sciences. The identity of the author, and hence the lab at which the experiments were performed, can increase or decrease the editor’s confidence that the experiments were performed correctly, including all the little checks and details that are impossible to describe in such a paper. In a scientific paper, “[a]s long as the conclusions depend at least in part on the results of some experiment, the reader must rely on the author’s (and perhaps referee’s) testimony that the author really performed the experiment exactly as claimed, and that it worked out as reported” (Easwaran 2009, p. 359).

But in other fields, in particular mathematics and some or all of the humanities, there is no need to rely on the author’s reputation. This is because in these fields the paper itself is the contribution, so it is possible to judge papers in isolation of how or by whom they were created. Easwaran (2009) discusses this in detail for mathematics, and briefly (in his section 4)
for philosophy. And in fact there exists a norm that this is how they should be judged: “Papers will rely only on premises that the competent reader can be assumed to antecedently believe, and only make inferences that the competent reader would be expected to accept on her own consideration.” (Easwaran 2009, p. 354).

Arguably then, the advantage (see theorem 4.3 and proposition 4.4) conferred by revealing identity information about the author to the editor applies only in certain fields. The relevant fields are those where part of the information in the paper is conferred on the authority of testimony, in particular those where experimental results are reported. Even in those fields, of course, what is being testified is supposed to be reproducible by the reader. But this is still different from the case in mathematics and the humanities, where a careful reading of a paper itself constitutes a reproduction of its argument. In these latter fields there is no relevant information to be learned from the identity of the author (i.e., $\sigma_{sc}^2 = 0$), or, at least, the publishing norms in these fields suggest that their members believe this to be the case.

4.3 Bias As an Epistemic Injustice

The previous section discussed a formal model of editorial uncertainty about paper quality. The first main result, theorem 4.3, established the existence of connection bias in this model: authors known by the editor are more likely to see their paper accepted than authors unknown to the editor. The second main result, proposition 4.4, showed that connection bias benefits the readers of the journal by improving the average quality of accepted papers.

Despite the benefit to the readers, I claim that authors are harmed by connection bias. In this section I argue that an instance of connection bias constitutes an epistemic injustice in the sense of Fricker (2007). Then I argue that the editor is likely to display other biases as well, and that instances of these also constitute epistemic injustices.
4.3. BIAS AS AN EPISTEMIC INJUSTICE

The type of epistemic justice that is relevant here is testimonial injustice. Fricker (2007, pp. 17–23) defines a testimonial injustice as a case where a speaker suffers a credibility deficit for which the hearer is ethically and epistemically culpable, rather than being due to innocent error.

Testimonial injustices may arise in various ways. Fricker is particularly interested in what she calls “the central case of testimonial injustice” (Fricker 2007, p. 28). This kind of injustice results from a negative identity-prejudicial stereotype, which is defined as follows:

A widely held disparaging association between a social group and one or more attributes, where this association embodies a generalization that displays some (typically, epistemically culpable) resistance to counter-evidence owing to an ethically bad affective investment. (Fricker 2007, p. 35)

Because the stereotype is widely held, it produces systematic testimonial injustice: the relevant social group will suffer a credibility deficit in many different social spheres.

Applying this to the phenomenon of connection bias, it is clear that this is not an instance of the central case of testimonial injustice. This would entail that there is some negative stereotype associated with scientists unknown to the editor, as a group, which is not normally the case. So I set the central case aside (I return to it below) and focus on the question whether connection bias can produce (non-central cases of) testimonial injustice.

Suppose scientist $i$ and scientist $i'$ tend to produce papers of the same quality, which is above average in the population ($\mu_i = \mu_i' > \mu$). Suppose further that the actual papers they have produced on this occasion are of the same quality ($q_i = q_i'$) and have received similar reviewer reports ($r_i = r_i'$). If scientist $i$ is not known to the editor, but scientist $i'$ is, then the paper written by scientist $i'$ is likely to be evaluated more highly by the editor.\footnote{The editor’s posterior mean for the quality of scientist $i$’s paper is $\mu_i^U$ and her posterior}
If the publication threshold $q^*$ is somewhere in between the two evaluations then only scientist $i'$ will have her paper accepted.

In this example, the scientists produced papers of equal quality that were evaluated differently. So scientist $i$ suffers a credibility deficit. This deficit is not due to innocent error, as it would be if, e.g., random variation led to different reviewer reports (i.e., $r_i < r_{i'}$). The deficit is also not due to the editor’s use of generally reliable information about the two scientists, as it would be if there was a genuine difference in the average quality of the papers they produce (i.e., $\mu_i < \mu_{i'}$).

Is this credibility deficit suffered by scientist $i$ ethically and epistemically culpable on the part of the editor? On the one hand, as I stressed in section 4.2, the editor is simply making maximal use of the information available to her. It just so happens that she has more information about scientists she knows than about others. But that is hardly the editor’s fault: she cannot be expected to know everyone’s work. Is it incumbent upon her to get to know the work of every scientist who submits a paper?

This may well be too much to ask. But an alternative option is to remove all information about the authors of submitted papers. This can be done by using a triple-blind reviewing procedure, in which the editor does not know the identity of the author, and hence is prevented from using information about scientists she knows in her evaluation. Using such a procedure, at least all scientists are treated equally: any scientist who writes a paper of a given quality has the same chance of seeing that paper accepted.

So a credibility deficit occurs which harms scientist $i$: her paper is rejected. Moreover, it harms her specifically as an epistemic agent: the rejection of the paper reflects a judgment of the quality of her scientific work. And this harm could have been prevented by the editor by using a triple-blind reviewing procedure.

Mean for scientist $i'$’s paper is $\mu_i^U = \mu_i^K$, with $\mu_i^U < \mu_i^K$ whenever $\sigma_{sc}^2(r_i - \mu_i) < (\sigma_{qu}^2 + \sigma_{rv}^2)(\mu_i - \mu)$. The claim in the text is then justified by the fact that $\Pr(\sigma_{sc}^2(r_i - \mu_i) < (\sigma_{qu}^2 + \sigma_{rv}^2)(\mu_i - \mu) | \mu_i > \mu) > 1/2$, assuming $\sigma_{sc}^2 > 0$ and $\sigma_{rv}^2 > 0$. 
I conclude that the editor is ethically and epistemically culpable for this credibility deficit, and hence a testimonial injustice is committed against scientist $i$. However, one may insist that it cannot be the case that the editor is committing a wrong simply in virtue of using relevant information that is available to her. An evidentialist in particular may say that it cannot possibly be an epistemic wrong to take into account all relevant information.

I disagree, for the reasons just given, but I need not insist on this point. Even if it is granted that the editor does not commit an injustice by using the information that is available to her, the end result is still that scientist $i$ is harmed as an epistemic agent. She has produced a paper of equal quality to scientist $i'$'s, and yet it is not published.

Moreover, the presence of scientist $i'$ is irrelevant. Any time a paper from an author unknown to the editor is rejected which would have been accepted had the editor known the author (all else being equal), that author is harmed. So even if one insists that differential editorial treatment resulting from connection bias is not culpable on the part of the editor, connection bias still harms authors whenever it influences acceptance decisions.

A different objection points out that regardless of which reviewing procedure is used, a bias of some form occurs. If the editor uses information about the average quality of scientists, scientists with low average quality face a relatively high publication threshold, and so can complain about bias against them, whereas if the editor does not use such information, scientists with high average quality face a relatively high publication threshold, and so can complain about bias against them. In other words, scientists of high average quality prefer a double-blind reviewing procedure, whereas scientists of low average quality prefer a triple-blind reviewing procedure. But which one of these is more fair?\footnote{Teddy Seidenfeld provided the following analogy to illustrate this difficulty. In court cases (at least in the United States), it is considered impermissible to use information about past criminal history to determine guilt or innocence. For doctors, it is considered irresponsible not to take into account information about a patient’s medical history in}
ing is fairer, but I leave providing a more detailed argument for this claim to future research.

In the model of section 4.2 and the above discussion, I assumed that connection bias is the only bias journal editors display. The literature on implicit bias suggests that this is not true. For example, “[i]f submissions are not anonymous to the editor, then the evidence suggests that women’s work will probably be judged more negatively than men’s work of the same quality” (Saul 2013, p. 45). Evidence for this claim is given by Wennerås and Wold (1997), Valian (1999, chapter 11), Steinpreis et al. (1999), Budden et al. (2008), and Moss-Racusin et al. (2012)10. So women scientists are at a disadvantage simply because of their gender identity. Similar biases exist based on other irrelevant aspects of scientists’ identity, such as race or sexual orientation (see Lee et al. 2013 for a critical survey of various biases in the peer review system). As Crandall (1982, p. 208) puts it: “The editorial process has tended to be run as an informal, old-boy network which has excluded minorities, women, younger researchers, and those from lower-prestige institutions”.

I use identity bias to refer to these kinds of biases. Any time a paper is rejected because of identity bias (i.e., the paper would have been accepted if the relevant part of the author’s identity had been different, all else being equal), a testimonial injustice occurs for the same reasons outlined above. Moreover, here the editor is culpable for having these biases.

Unlike instances resulting from connection bias, testimonial injustices resulting from identity bias can be instances of the central case of testimonial injustice, in which the credibility deficit results from a negative identity-prejudicial stereotype. The evidence suggests that negative identity-

determining future treatment. Why is reviewing academic papers more like a court and less like a doctor’s office in this respect?

10 These citations show that the work of women in academia is undervalued in various ways. None of them focus specifically on editor evaluations, but they support Saul’s claim unless it is assumed that journal editors as a group are significantly less biased than other academics.
prejudicial stereotypes affect the way people (not just men) judge women’s work, even when the person judging does not consciously believe in these stereotypes. Moreover, those who think highly of their ability to judge work objectively and/or are primed with objectivity are affected more rather than less (Uhlmann and Cohen [2007], Stewart and Payne [2008], p. 1333). Similar claims plausibly hold for biases based on race or sexual orientation. Biases based on academic affiliation are not usually due to negative identity-prejudicial stereotypes, as these do not generally affect other aspects of the scientist’s life.

So both connection bias and identity bias are responsible for injustices against authors. This is one way to spell out the claim that authors are harmed when journal editors do not use a triple-blind reviewing procedure. This constitutes the first kind of argument for triple-blind reviewing which I mentioned in the introduction, and which I endorse based on these considerations.

### 4.4 The Effect of Bias on Quality

The second kind of argument I mentioned in the introduction claims that failing to use triple-blind reviewing harms the journal and its readers, because it would lower the average quality of accepted papers. In section 4.2 i argued that connection bias actually has the opposite effect: it increases average quality. In this section I complicate the model to include identity bias.

Recall that the editor displays identity bias if she is more or less likely to publish papers from a certain group of scientists based on some aspect of their identity, e.g., their gender. I incorporate this in the model by assuming the editor consistently undervalues members of one group (and overvalues the others). More precisely, she believes the average quality of papers produced by any scientist $i$ from the group she is biased against to be lower than it really is by some constant quantity $\varepsilon$. Conversely, the average quality of
papers written by any scientist not belonging to this group is raised by $\delta$\textsuperscript{11}. So the editor has a different prior for the two groups; I use $\pi_A$ to denote her prior for the quality of papers written by scientists she is biased against, and $\pi_F$ for her prior for scientists she is biased in favor of.

As before, the editor may be familiar with a given scientist’s work (i.e., she knows the average quality of that scientist’s papers) or not. So there are now four groups. If scientist $i$ is known to the editor and belongs to the stigmatized group the editor’s prior distribution on the quality of scientist $i$’s paper is $\pi_A(q_i \mid \mu_i) \sim N(\mu_i - \varepsilon, \sigma_{qu}^2)$. If scientist $i$ is known to the editor but is not in the stigmatized group the prior is $\pi_F(q_i \mid \mu_i) \sim N(\mu_i + \delta, \sigma_{qu}^2)$. If scientist $i$ is not known to the editor and is in the stigmatized group the prior is $\pi_A(q_i) \sim N(\mu - \varepsilon, \sigma_{qu}^2 + \sigma_{sc}^2)$. And if scientist $i$ is not known to the editor and not in the stigmatized group the prior is $\pi_F(q_i) \sim N(\mu + \delta, \sigma_{qu}^2 + \sigma_{sc}^2)$\textsuperscript{12}.

The next few steps in the development are analogous to that in section 4.2. After the reviewer’s report comes in the editor updates her beliefs about the quality of the paper, yielding the following posterior distributions.

\textsuperscript{11}This is a simplifying assumption: one could imagine having biases against multiple groups of different strengths, or biases whose strength has some random variation, or biases which intersect in various ways (Collins and Chepp \textsuperscript{2013} [Bright et al. \textsuperscript{2016}]). However, the assumption in the main text suffices to make the point I want to make. It should be fairly straightforward to extend my results to more complicated cases like the ones just described.

\textsuperscript{12}Note that I assume that the editor displays bias against scientists in the stigmatized group regardless of whether she knows them or not. Under a reviewing procedure that is not triple-blind, the editor learns at least the name and affiliation of any scientist who submits a paper. This information is usually sufficient to determine with reasonable certainty the scientist’s gender. So at least for gender bias it seems reasonable to expect the editor to display bias even against scientists she does not know. Conversely, because negative identity-prejudicial stereotypes can work unconsciously, it does not seem reasonable to expect that the editor can withhold her bias from scientists she knows.
4.4. THE EFFECT OF BIAS ON QUALITY

Proposition 4.5.

\[ \pi_A(q_i \mid r_i, \mu_i) \sim N \left( \mu_i^{KA}, \frac{\sigma^2_{qu}\sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}} \right), \]

\[ \pi_F(q_i \mid r_i, \mu_i) \sim N \left( \mu_i^{KF}, \frac{\sigma^2_{qu}\sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}} \right), \]

\[ \pi_A(q_i \mid r_i) \sim N \left( \mu_i^{UA}, \frac{(\sigma^2_{qu} + \sigma^2_{sc})\sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}} \right), \]

\[ \pi_F(q_i \mid r_i) \sim N \left( \mu_i^{UF}, \frac{(\sigma^2_{qu} + \sigma^2_{sc})\sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}} \right), \]

where

\[ \mu_i^{KA} = \mu^K_i - \frac{\varepsilon \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \quad \mu_i^{KF} = \mu^K_i + \frac{\delta \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \]

\[ \mu_i^{UA} = \mu^U_i - \frac{\varepsilon \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}, \quad \mu_i^{UF} = \mu^U_i + \frac{\delta \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}. \]

As before, the paper is published if the posterior mean \( (\mu_i^{KA}, \mu_i^{KF}, \mu_i^{UA}, \text{ or } \mu_i^{UF}) \) exceeds the threshold \( q^* \). The respective distributions of the posterior means determine how likely this is. These distributions are given in the next proposition.

Proposition 4.6. The posterior means are normally distributed, with

\[ \mu_i^{KA} \sim N \left( \mu - \frac{\varepsilon \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \sigma^2_K \right), \]

\[ \mu_i^{KF} \sim N \left( \mu + \frac{\delta \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \sigma^2_K \right), \]

\[ \mu_i^{UA} \sim N \left( \mu - \frac{\varepsilon \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}, \sigma^2_U \right), \]

\[ \mu_i^{UF} \sim N \left( \mu + \frac{\delta \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}, \sigma^2_U \right). \]
This yields the within-group acceptance rates and the unsurprising result that the editor is less likely to publish papers by scientists she is biased against.

**Theorem 4.7.** If $\varepsilon > 0$, $\delta > 0$, and $\sigma^2_{\text{rv}} > 0$, the acceptance probability for authors the editor is biased against is lower than the acceptance probability for authors the editor is biased in favor of (keeping fixed whether or not the editor knows the author). That is,

$$\Pr(\mu_i^{KA} > q^*) < \Pr(\mu_i^{KF} > q^*)$$ and $$\Pr(\mu_i^{UA} > q^*) < \Pr(\mu_i^{UF} > q^*).$$

Theorem 4.7 establishes the existence of identity bias in the model: authors that are subject to a negative identity-prejudicial stereotype are less likely to see their paper accepted than authors who are not. As I argued in section 4.3 whenever a paper is rejected due to identity bias this constitutes a testimonial injustice against the author.

Now I turn my attention to the effect that identity bias has on the average quality of accepted papers. In the current version of the model there is both connection bias and identity bias. Connection bias has been shown to have a positive effect on average quality (see section 4.2). Whether the net effect of connection bias and identity bias is positive or negative depends on various parameters, as I illustrate below.

The benchmark for judging the average quality of accepted papers under a procedure subject to connection bias and identity bias is a *triple-blind reviewing procedure*. Under this triple-blind procedure, the editor’s prior distribution for the quality of any submitted paper is $\pi(q_i) \sim N(\mu, \sigma^2_{\text{qu}} + \sigma^2_{\text{sc}})$, i.e., the prior I used in section 4.2 when the author was unknown to the editor. Hence, under this procedure, the posterior is $\pi(q_i \mid r_i)$, the posterior mean is $\mu_i^U \sim N(\mu, \sigma^2_U)$, the probability of acceptance is $\Pr(\mu_i^U > q^*)$ and the average quality of accepted papers is $\mathbb{E}[q_i \mid \mu_i^U > q^*]$. As a result, the editor is assumed to display neither connection bias nor identity bias.
In contrast, I refer to the reviewing procedure that is subject to connection bias and identity bias as the non-blind procedure. The overall probability that a paper is accepted under the non-blind procedure depends on the relative sizes of the four groups. I use $p_{KA}$ to denote the fraction of scientists known to the editor that she is biased against, $p_{KF}$ for the fraction known to the editor that she is biased in favor of, $p_{UA}$ for unknown scientists biased against, and $p_{UF}$ for unknown scientists biased in favor of. These fractions are nonnegative and sum to one.

Let $A_i$ denote the event that scientist $i$’s paper is accepted under the non-blind procedure. The overall probability of acceptance under this procedure is

$$
\Pr(A_i) = p_{KA} \Pr(m_{KA}^i > q^*) + p_{KF} \Pr(m_{KF}^i > q^*) \\
+ p_{UA} \Pr(m_{UA}^i > q^*) + p_{UF} \Pr(m_{UF}^i > q^*).
$$

The average quality of accepted papers can then be written as $E[q_i | A_i]$. I want to compare $E[q_i | A_i]$ to $E[q_i | \mu_i^U > q^*]$, the average quality of accepted papers under a triple-blind procedure.\(^\text{13}\)

In the remainder of this section I assume that the editor’s biases are such that she believes the average quality of all submitted papers to be equal to $\mu$. In other words, her bias against the stigmatized group is canceled out on average by her bias in favor of those not in the stigmatized group, weighted by the relative sizes of those groups:

$$(p_{KA} + p_{UA}) \varepsilon = (p_{KF} + p_{UF}) \delta.$$  

I use the above equation to fix the value of $\delta$, reducing the number of free

\(^{13}\)Expressions for $\Pr(A_i)$ and $E[q_i | A_i]$ using only the parameter values and standard functions are given in lemma D.4 in appendix D. These expressions are used to generate the numerical results below.
parameters by one. The equation amounts to a kind of commensurability requirement for the two procedures because it guarantees that the editor perceives the average quality of submitted papers to be the same regardless of whether or not a triple-blind procedure is used.

As far as I can tell there are no interesting general conditions on the parameter values that determine whether the non-blind procedure or the triple-blind procedure will lead to a higher average quality of accepted papers. The question I will explore now, using some numerical examples, is how biased the editor needs to be for the epistemic costs of her identity bias to outweigh the epistemic benefits resulting from connection bias.

In order to generate numerical data values have to be chosen for the parameters. First I set $\mu = 0$ and $q^* = 2$ (recall that $\mu$ is the average quality of all submitted papers and $q^*$ the threshold for accepting papers). Since quality is an interval scale in this model, these choices are arbitrary. For the variances $\sigma_q^2$ (of the quality of individual papers), $\sigma_{sc}^2$ (of the average quality of authors), and $\sigma_{rv}^2$ (of the accuracy of the reviewer’s report), I choose a “small” and a “large” value ($1$ and $4$ respectively).

For the sizes of the four groups, I assume that there is no correlation between whether the editor knows an author and whether the editor has a bias against that author (so, e.g., the percentage of women among scientists the editor knows is equal to the percentage of women among scientists the editor does not know). I consider two cases for the editor’s identity bias: either she is biased against half the set of authors (and so biased in favor of the other half) or the group she is biased against is a $30\%$ minority. I consider the case in which the editor knows half of all scientists submitting papers, and the case in which the editor knows $30\%$ of them.

\footnote{Bruner and O’Connor (forthcoming) note that certain dynamics in academic life can lead to identity bias against groups as a result of the mere fact that they are a minority. Here I consider both the case where the stigmatized group is a minority (and is possibly stigmatized as a result of being a minority, as Bruner and O’Connor suggest) and the case where it is not (and so presumably the negative identity-prejudicial stereotype has some other source).}
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As a result, there are 32 possible settings of the parameters (2^3 choices for the variances times 2^2 choices for the group sizes). Whether the triple-blind procedure or the non-blind procedure is epistemically preferable depends on the value of \( \varepsilon \) (and the value of \( \delta \) determined thereby).

It follows from proposition 4.4 that when \( \varepsilon = 0 \) the non-blind procedure helps rather than harms the readers of the journal by increasing average quality relative to the triple-blind procedure. If \( \varepsilon \) is positive but relatively small, this remains true, but when \( \varepsilon \) is relatively big, the non-blind procedure harms the readers. This is because the average quality of published papers under the non-blind procedure decreases continuously as \( \varepsilon \) increases (I do not prove this, but it is easily checked for the 32 cases I consider).

The interesting question, then, is where the turning point lies. How big does the editor’s bias need to be in order for the negative effects of identity bias on quality to cancel out the positive effects of connection bias?

I determine the value of \( \varepsilon \) for which the average quality of published papers under the non-blind procedure and the triple-blind procedure is the same for each of the 32 cases. But reporting these numbers directly does not seem particularly useful, as \( \varepsilon \) is measured in “quality points” which do not have a clear interpretation outside of the model.

To give a more meaningful interpretation of these values of \( \varepsilon \) as measuring “size of bias”, I calculate the average rate of acceptance of papers from authors the editor is biased against and the average rate of acceptance of papers from authors the editor is biased in favor of.\(^{15}\) The difference between these numbers gives an indication of the size of the editor’s bias: it measures (in percentage points, abbreviated pp) how many more papers the

\(^{15}\)These are calculated without regard for whether the editor knows the author or not. In particular, the rate of acceptance for authors the editor is biased against is

\[
\frac{p_{KA} \Pr (\mu_{i}^{KA} > q^*) + p_{UA} \Pr (\mu_{i}^{UA} > q^*)}{p_{KA} + p_{UA}}
\]

and

\[
\frac{p_{KF} \Pr (\mu_{i}^{KF} > q^*) + p_{UF} \Pr (\mu_{i}^{UF} > q^*)}{p_{KF} + p_{UF}}
\]

is the rate of acceptance for authors the editor is biased in favor of.
editor accepts from authors she is biased in favor of, compared to those she is biased against.

This difference is reported for the 32 cases in figure 4.1. To provide a sense of scale for these numbers, I plot them against the acceptance rate that the triple-blind procedure would have for those values of the parameters, i.e., $\Pr(\mu^U_i > q^*)$.

Figure 4.1: The minimum size of the editor’s bias such that the quality costs of the non-blind procedure outweigh its benefits (given as a percentage point difference in acceptance rates), in 32 cases, plotted as a function of the acceptance rate of the corresponding triple-blind procedure.

Already with this small sample of 32 cases, a large variation of results can be observed. I illustrate this by looking at two cases in detail.

First, suppose that $\sigma^2_{qu} = \sigma^2_{sc} = 1$ and $\sigma^2_{rv} = 4$. In this extreme case the triple-blind procedure has an acceptance rate as low as 0.72%. If the groups are all of equal size ($p_{KA} = p_{KF} = p_{UA} = p_{UF} = 1/4$) then under the non-blind procedure the acceptance rate for authors the editor is biased in favor of needs to be as much as 2.66 pp higher than the acceptance rate for authors the editor is biased against, in order for the average quality under
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the two procedures to be equal. Clearly a 2.66 pp bias is very large for a journal that only accepts less than 1% of papers. If the bias is any less than that there is no harm to the readers in using the non-blind procedure.

Second, suppose that $\sigma^2_{qu} = \sigma^2_{sc} = 4$ and $\sigma^2_{rv} = 1$. Then the triple-blind procedure has an acceptance rate of 22.66%. If, moreover, the editor knows relatively few authors ($p_{KA} = p_{KF} = 0.15$, $p_{UA} = p_{UF} = 0.35$) then the acceptance rate for authors the editor is biased in favor of needs to be only 2.23 pp higher than the acceptance rate for authors the editor is biased against, in order for the quality costs of the non-blind procedure to outweigh its benefits. For a journal accepting about 23% of papers that means that even if the identity bias of the editor is relatively mild the journal’s readers are harmed if the non-blind procedure is used.

Based on these results, and the fact that the parameter values are unlikely to be known in practice, it is unclear whether the non-blind procedure or the triple-blind procedure will lead to a higher average quality of published papers for any particular journal. So in general it is not clear that an argument that the non-blind procedure harms the journal’s readers can be made. At the same time, a general argument that the non-blind procedure helps the readers is not available either. Given this, I am inclined to recommend a triple-blind procedure for all journals because not doing so harms the authors.

If there was reason to believe that the editor’s bias was very small, there might be a case for the non-blind procedure using considerations of average quality. Based on the empirical evidence I cited in section 4.3 it seems unlikely that any editor could make such a case convincingly today. But if identity bias were someday to be eliminated or severely mitigated, this question may be worth revisiting.

---

16Note that the evidence collected by [Laband and Piette (1994a)] does not help settle this question, as they do not directly compare the triple-blind and the non-blind procedure. Their evidence supports a positive epistemic effect of connection bias, but not a verdict on the overall epistemic effect of triple-blinding.
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So far I have argued in this section that in the presence of the positive effect of connection bias on quality, the net effect of connection bias and identity bias on quality is unclear. But I argued in section 4.2 that the positive effect of connection bias may only exist in certain fields. In fields where papers rely partially on the author’s testimony there is value in knowing the identity of the author. But in other fields such as mathematics and some of the humanities testimony is not taken to play a role—the paper itself constitutes the contribution to the field—and so arguably there is no value in knowing the identity of the author.

In those fields, then, there is no quality benefit from connection bias, but there is still a quality cost from identity bias. So here the strongest case for the triple-blind procedure emerges, as the non-blind procedure harms both authors and readers.

4.5 Conclusion

I have considered two types of arguments for triple-blind review.

I have argued that the non-blind procedure introduces differential treatment of scientific authors. In particular, editors are more likely to publish papers by authors they know (connection bias, theorem 4.3) and less likely to publish papers by authors they apply negative identity-prejudicial stereotypes to (identity bias, theorem 4.7). Whenever a paper is rejected as a result of one of these biases an epistemic injustice (in the sense of Fricker 2007) is committed against the author. This is an argument in favor of triple-blinding based on consequences for the author.

From the readers’ perspective the story is more mixed. Generally speaking connection bias has a positive effect on the quality of published papers and identity bias a negative one. Thus whether the readers are better off under the triple-blind procedure depends on how exactly these effects trade off, which is highly context-dependent, or so I have argued. This yields a more
nuanced view than that suggested by either Laband and Piette (1994a), who focus only on connection bias, or by the argument for triple-blinding based on the consequences for the readers, which focuses only on identity bias.

However, in mathematics and some of the humanities there is arguably no positive quality effect from connection bias, as knowing about an author’s other work is not taken to be relevant (Easwaran 2009). So here the negative effect of identity bias is the only relevant consideration from the readers’ perspective. In this situation, considerations concerning the consequences for the author and considerations concerning the consequences for the readers point in the same direction: in favor of triple-blind review.
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Chapter 5

Concluding Remarks

5.1 Journals, Priority, and Incentives

Journals play an important role as the brokers of scientific information. This dissertation has explored the incentive structure of science with regard to journal publications, both with regard to scientists-as-authors and scientists-as-editors.

This chapter reviews what we have learned. This section and the next consider the philosophical implications for the incentive structure of science and in particular the priority rule, which has a prominent place in the incentive structure. Section 5.3 draws some more methodological conclusions by looking at the way formal models have been used here. I finish the dissertation by briefly elaborating what policy makers might learn from it.

There is philosophical interest in exploring the epistemic consequences of aspects of scientific practice. In this case, a key aspect under investigation is the priority rule.

The priority rule is the feature of the social structure of science that determines the assignment of credit for scientific work. It says that the first scientist to make a particular contribution or discovery (prove a theorem, formulate a hypothesis, provide empirical support for a hypothesis, etc.)
takes the credit for it (Merton 1957, Strevens 2003).

In this dissertation I focused on the behavior of rational credit-maximizing scientists under the priority rule not because I think real scientists are credit maximizers. Rather my interest is in the incentive structure of science (cf. section 1.3). Through studying the behavior of rational credit-maximizing scientists I aim to reveal what kind of behavior the present incentive structure of science encourages, with an eye towards a normative appraisal of the incentive structure (not the behavior, which is rational by hypothesis).

The priority rule creates a pressure to publish (see sections 1.3 and 1.4). It is quite clear that this pressure has both good and bad epistemic consequences. Echoing the title of the dissertation and the title of chapter 3, we might say that the phrase “expediting the flow of knowledge” expresses the good consequences, while “rushing into print” captures the bad.

More formally speaking, I have shown in chapter 2 that the priority rule encourages the sharing of intermediate results, and can explain the so-called communist norm which mandates such sharing. This result may be viewed as “praise” for the priority rule, and as such coheres well with previous points of praise (Kitcher 1990, Dasgupta and David 1994, Strevens 2003, Boyer-Kassem and Imbert 2015).

In contrast, chapter 3 has illustrated one way in which the incentive structure created by the priority rule may fall short of being optimal. It systematically incentivizes scientists to work at a lower level of reliability than they would in an optimally functioning science. As a result, a relatively high number of erroneous results appears in the scientific literature. Moreover, I have argued that this downside is one that is unlikely to be preventable given a priority-based reward structure and imperfect peer review.

The pressure to publish also influences journal editors. As gatekeepers, their task is to determine which scientific work is to be published and what is to be rejected. They have an incentive to accept work of high impact and reject work that will either be ignored or found to be erroneous, as I assumed
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in chapters 3 and 4.

In chapter 4 I argued that information about the identity of the author of a given paper may be useful to the editor in making this determination of likely impact. However, even a rational editor will display certain biases that harm the scientists who write scientific papers. I argue that on balance the incentive structure created by presenting the editor with identity information has bad consequences. This problem can be solved using triple-blind review, which, in a sense, protects the editor from herself.

5.2 Multiplying Priority

The priority rule played an essential role in chapters 2 and 3. In both of these chapters, I used rational choice models to investigate the question what rational credit-maximizing scientists would do in situations that are ubiquitous in science: you have done some work that you think is of scientific interest, but there is more to be done and you need to decide whether to (attempt to) publish now or wait. Chapter 3 focused on the question whether the work done so far has enough scientific merit to be published, whereas chapter 2 focused on the more strategic question whether, despite the work’s merit, it would be worth keeping it secret in order to get a head start on a project that builds on the work already done.

In order to make claims about what rational credit-maximizers would do, I need to know how credit is distributed. The priority rule is helpful here, as it answers this question: the first scientist to make a particular contribution or discovery gets the credit for it.

The point I want to make in this section is that, despite its apparent specificity, the priority rule does not uniquely characterize the incentive structure of science. In saying that the first scientist to make a contribution takes the credit for it, at least two questions are left open: What counts as a contribution? And how much credit is given for a particular contribution?
My claim is that, properly speaking, there is not one priority rule but multiple. Only once it is specified what counts as a contribution and how much credit will be given for contributions has a determinate priority rule been given, and this can be done in multiple ways. Moreover, the details matter: different priority rules, and hence different reward structures, can incentivize different behavior, and may thus need to be appraised differently. This is already implicitly shown in this dissertation, as I argue next.

In chapter 2 I studied the question whether the priority rule gives scientists an incentive to share “intermediate results”: scientific contributions that are part of a larger research project (such that scientists who do not share may have an advantage in completing subsequent parts of the project). While I answered this question in the affirmative, my answer explicitly relied on a particular specification of the priority rule. I assumed (first) that an intermediate result counts as a contribution and (second) that the amount of credit given for an intermediate result was equal for each part of the research project.

My conclusion depended on using this specification rather than some other one. If intermediate results do not count as contributions, there is no credit incentive to share anything at least until the entire research project is completed. If later intermediate results are rewarded with more credit than earlier ones, the incentive to share may also fail. So my claim that the priority rule incentivizes sharing, and that this reflects positively on it, is really a claim about a version of the priority rule that is simply not true of other versions.

In chapter 3 I argued that scientists have a credit incentive to “rush into print”, that is to consistently publish scientific contributions that are less reliable than one would want them to be. Here also a claim is made about the incentive structure of science, and again it depends explicitly on the assumptions I made about what counts as a contribution and how much credit is given for a contribution.
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In this case I assumed that both accurate and erroneous results can, in principle, count as contributions. I also assumed that accurate results are given more credit than erroneous results (at least on average). The latter assumption is actually not essential (if erroneous results were given more credit this would only exacerbate the problem of rushing into print) but the former is.

If erroneous results did not count as contributions (i.e., were not publishable) the problem of rushing into print as I analyze it would be avoided. However, I have argued that an incentive structure of this sort is in principle impossible, as it would require those who review the work to be able to consistently and perfectly predict whether a given result will later be disproven. So while changing this assumption would lead to a better incentive structure, doing so is impossible.

In section 3.4 I even considered a case in which scientists themselves have some limited control over their rewards, as they choose whether to aim for a risky high-impact contribution or a safer low-impact one. I showed, however, that there is a credit incentive to rush into print regardless of which type of work a given scientist has more affinity with.

So not only are there multiple priority rules, but there are subtle questions here about when it matters which version of the priority rule is used. This dissertation raises these questions but stops a long way short of settling them. Thus I propose for future research a more systematic investigation of the benefits and drawbacks of different versions of the priority rule. Such an investigation might fruitfully focus on the following three questions.

First, to what extent does existing work on the epistemic consequences of the priority rule depend on the version of the priority rule that is used? Existing work on the priority rule has identified various positive consequences of the priority rule. Perhaps most well-known is Strevens’ work on scientists’ choice of research programs. Other benefits have been suggested with regard to the speed of scientific discoveries (Dasgupta and David 1994), collabo-
ration (Boyer-Kassem and Imbert 2015), and sharing versus secrecy (Boyer 2014, Strevens forthcoming, and chapter 2 of this dissertation). A small number of potentially negative consequences of the priority rule have also been identified: the risk of herd behavior (Strevens 2013), the risk of increased fraud (Bright forthcoming), and the problem of rushing into print (chapter 3).

The work cited above does not include a systematic investigation of what is considered a contribution and how much credit is given for a contribution. For each of these papers it is to be expected that exploring these possibilities systematically will turn up cases where the identified consequence does not hold.

Second, insofar as epistemic consequences are specific to different versions of the priority rule, which of these consequences can occur simultaneously and which depend on incompatible versions? In other words, given a version of the priority rule, which of the above upsides and downsides actually apply? Can the benefits identified by Strevens, Dasgupta and David, Boyer-Kassem and Imbert, and myself all be realized simultaneously while avoiding the negative consequences, or (as seems likely) does any implementation involve some positive and some negative consequences?

Third, which version of the priority rule is best for science? Assuming that not all positive consequences can be realized simultaneously while avoiding all the negative consequences, answering this third question requires an overall evaluation of the different consequences. Such an evaluation may be difficult given the wide variety of types of consequences. However, the techniques used in this dissertation suggest a way to quantify these consequences, which makes them easier to compare. The next section takes up this and other methodological issues.
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While the topics taken up in this dissertation are topics from the philosophy of science, the methodology that I have used is a combination of philosophical reasoning and mathematical modeling, drawing in particular on decision and game theory. While it is hardly surprising to find philosophical reasoning in a philosophy dissertation, mathematical models are still the exception rather than the rule. In this section I discuss some of the virtues of formal methods, emphasizing the ways I see this dissertation as exemplifying those virtues.

One virtue is that the construction of a formal model requires one to be precise about the phenomena one is describing (I am hardly the first one to point this out, see for instance Leitgeb 2013, section 7). It will not do to leave certain aspects of the problem one is describing underspecified, especially if one aims to prove results in one’s model, as I have done throughout this dissertation.

In fact, some of the key results in this dissertation are stated as mathematical theorems. Theorems 2.1 and 2.2 show that there exists a credit incentive to share intermediate results in the model of chapter 2. Theorems 3.8 and 3.18 show that there exists a credit incentive to produce less reliable scientific work than is socially desirable in the model of chapter 3. And theorems 4.3 and 4.7 establish the existence of two kinds of biases in the way a journal editor chooses which papers to accept in the model of chapter 4, which I then go on to argue are instances of epistemic injustice.

It is only possible to prove that a particular fact obtains in a model if the model is stated with a level of specificity that makes that fact mathematically necessary. By requiring such a level of specificity the practice of mathematical modeling helps guard against equivocation. Both the fact that is proven to obtain in the model and the assumptions required to prove it are thereby illuminated.

From personal experience presenting and defending philosophical work that relies on models and theorems (from this dissertation and from previous
work), I know that the focus of discussion is almost always the assumptions that go into the model. And this seems entirely reasonable: if I present a model, a theorem, and a philosophical interpretation, and you disagree with my conclusion, given that the theorem is a mathematical necessity your only avenue for criticism is to argue that the assumptions that went into the model are inappropriate for the philosophical interpretation I have given.

Thus the discussion of these results naturally focuses on the assumptions, as it should. In this dissertation I have consequently spent significant time discussing the various assumptions I have made. Generally these fall into three categories.

First, the assumptions that I claim are empirically true or approximately true. For example, the assumption in chapter 2 that the productivity of a given scientist can be described as a Poisson process has been extensively tested and confirmed by Huber in a series of papers (Huber 1998a,b, 2001, Huber and Wagner-Döbler 2001a,b). My assumptions in chapter 3 about the relative credit and social value of erroneous scientific results are similarly supported by empirical work (Budd et al. 1998, Tatsioni et al. 2007). And with regard to the assumption made in chapters 3 and 4 that there is uncertainty about the quality or accuracy of a paper during peer review I have argued the opposite to require perfect prediction.

Second, assumptions which I argue (either formally or informally) do not affect the result. In chapter 2 I showed that whether or not scientists are assumed to know when other scientists have unpublished results is irrelevant to the rationality of their sharing behavior. In chapter 3 I showed that giving scientists a choice whether to go for high-impact results or low-impact results does not affect the problem of rushing into print.

Third, assumptions which are made for the sake of the argument. My assumptions about the motivations of the agents in my models fall in this category. In chapters 2 and 3 I assume that scientists are rational credit-maximizers, because my goal is to investigate what scientists have a credit
incentive to do (rather than what they actually do, given their complicated actual motivations, which is better studied empirically). And in chapter 4 I assume that the editor aims to publish high-quality papers, because my aims are to show that even editors with such pure motivations will display certain biases and to investigate the philosophical consequences of this fact.

Not all assumptions are defended in one of these ways, but most are. I hope to have given enough of a defense of the assumptions of each model that its conclusions will be taken seriously. My point here is that I agree that for any instance of formal methods in philosophy the assumptions should be carefully scrutinized, but that I disagree with those who feel that “all those unrealistics assumptions” are a weakness of formal methods as a philosophical methodology in general.

Everyone who makes a philosophical argument has to make assumptions. What I have tried to emphasize here is that one of the virtues of formal methods in philosophy is that it is much harder to attempt to obfuscate this fact. A mathematical theorem wears its assumptions on its sleeve in a way that philosophical arguments may not always do (although good ones usually do). Rather than criticizing the model’s assumptions, we should think carefully about them. Where the assumptions apply, whatever theorems are true of the model apply as well, which may teach us something interesting. Where the assumptions fail to apply, we may ask what happens instead, and having stated the assumption may give us an interesting way to think about that.

A second virtue of formal methods in philosophy, and in particular of the kind of models I have considered in this dissertation, is that I can investigate counterfactuals. Experimenting with the social structure of science in real life is virtually impossible, but tweaking a parameter or changing an assumption can be done relatively easily in a formal model. In fact there is no reason to think that a model with “realistic” assumptions would be any easier or harder to analyze than a model which includes some interesting deviation
from reality.

A number of examples of this occur in chapter 3. I point out various ways to set the parameters of the model such that it is easy to show that there is not a credit incentive to rush into print. This happens, e.g., when peer review is perfect, or when the social value of erroneous results is so high that it is socially optimal to produce work with zero reliability. These scenarios are clearly unrealistic, but they are as easy (if not easier) to analyze in the model than more realistic scenarios.

While the above examples are not particularly practically useful, there are other instances in which the use of formal models to investigate counterfactuals can be used to evaluate policy proposals. The models in this dissertation yield a number of policy recommendations, which I discuss in section 5.4.

A third virtue of formal methods in philosophy is that they may raise new philosophical questions. An example of this occurs in section 5.2. There I point out that there is really not one priority rule, but multiple. This raises the questions what the epistemic consequences of different versions of the priority rule are, and which version is best overall.

These questions are raised as a direct result of my attempt to model the consequences of the priority rule for sharing behavior (chapter 2) and for rushing into print (chapter 3). It became clear that assuming “the priority rule applies” is not specific enough to prove what rational credit-maximizing scientists would do: further assumptions about what counts as a contribution and how much credit is given for a contribution are needed.

In this case, simply attempting to model the relevant phenomena revealed something that a more informal analysis might have missed. Now we know not only that there are multiple priority rules, but that which one is used makes a difference. Even if one does not agree with the assumptions I made in my models about the relevant version of the priority rule, now that these questions have been raised future work on the priority rule needs to take
5.4 Policy Implications

Another way in which this dissertation differs from most others one might see in philosophy is in its immediate practical implications. This section draws out some of the policy implications of the dissertation. I should emphasize, however, that I interpret the word “policy” broadly: these are general recommendations about how the social organization of science might be improved. Some of these could conceivably be implemented by a single body (e.g., a national government, or a grant-giving agency), while others require coordinated action from working scientists, journal editors, governments, and agencies.

In chapter 2 I showed that, given some assumptions about how credit is distributed, scientists have a credit incentive to share their work, including “intermediate results” that are achieved along the way to completing some overarching research project. Recall that one of these assumptions stated that each intermediate result is worth an equal amount of credit.

What happens if this “equal credit” assumption is changed? If earlier stages are worth more credit than later stages there is still an incentive to share (cf. Banerjee et al. 2014, corollary 2.2). But if later stages are worth more than earlier ones there may be a credit incentive to keep intermediate results secret.

Hence, if it appears that scientists are not sharing as much as policy makers want, a clear recommendation is available: give more credit for earlier stages of research projects and less for later stages (relatively speaking). This will strengthen scientists’ incentive to share.

Since “giving credit” is something a scientific community does (not an individual agent or body) this recommendation may be hard to implement. On the other hand, there are at least some bodies that have significant indi-
individual influence over what kind of scientific work is rewarded (e.g., the NIH in medical science, the NSF in many other fields, and the various committees that award the Nobel Prizes). If one of these bodies started a campaign for more recognition for scientists who made preliminary contributions to important scientific results, such an initiative may well percolate through the rest of the reward structure of science.

In chapter 3 I showed that there is a credit incentive to sacrifice reliability in favor of speed and/or impact. In section 3.5 I argued in some detail that there might not be a solution that completely eliminates this misalignment in the incentive structure of science. However, there are certain things that can be done to mitigate it. Other things being equal, improvements in the peer review system (accepting more accurate results, rejecting more erroneous results) reduce the misalignment between credit incentives and the social optimum.

Alternatively or additionally, bringing the average credit given for erroneous results more in line with their social value also reduces the misalignment. Presumably this means lowering the average credit for erroneous results. But note that this has the ethically dubious implication of penalizing scientists for honest mistakes.

This last point echoes a theme from chapter 4. If we focus our efforts on optimizing the scientific content of journal pages (maximizing the social value of scientific research in chapter 3 or maximizing the average quality of published papers in chapter 4) we may thereby hurt scientific authors.

This suggests that at least in some cases there is a tradeoff between socio-epistemic and ethical consequences of science policy. In this dissertation, I have made no attempts to adjudicate this tradeoff. While I have tended to focus on the socio-epistemic side of these issues, here I want to explicitly disavow the implication that I think that socio-epistemic considerations should be privileged over ethical ones. For a more sustained treatment of how ethical issues interact with epistemic ones see, e.g., Fricker (2007), Mills (2007),
Little more needs to be said about the policy implications of chapter [4]. I claim that journals that do not already do so should institute triple-blind reviewing. I also endorse the claim that biases of any kind should be removed wherever possible, and reduced as much as possible elsewhere, but I provide no new suggestions for doing so. If, somehow, editors could be trusted to be completely unbiased, a case could be made that triple-blind reviewing would no longer be necessary. But the evidence suggests that we are not anywhere near that point yet.
Appendix A

A Unique Nash Equilibrium

Let $n \geq 2$ be the number of scientists and $k \geq 1$ the number of stages. Let $G^p_{n,k}$ denote the game of perfect information and let $G^m_{n,k}$ denote the game of imperfect information, as described in sections 2.4 and 2.5.

As is commonly done in game theory, I use $u_i(s_i, s_{-i})$ to denote the payoff (expected units of credit at the end of the game) to scientist $i$ if $s_i$ gives her strategy and $s_{-i}$ gives the strategies of all scientists other than $i$ (call this an “incomplete strategy profile”).

One strategy is of particular interest. Let $s^E_i$ denote the strategy for scientist $i$ in which she plays $E$ (that is, shares and claims credit for her most recently completed stage) at every decision node in $G^p_{n,k}$ or at every information set in $G^m_{n,k}$. Let $s^E_{-i}$ denote the incomplete strategy profile (in either game) where every scientist $i'$ other than scientist $i$ plays strategy $s^E_{i'}$. Let $S^E$ denote the strategy profile (in either game) in which every scientist $i$ plays strategy $s^E_i$.

Lemma A.1. In both $G^p_{n,k}$ and $G^m_{n,k}$, for any scientist $i$, the payoff when every scientist always shares any stages she completes immediately is

\[u_i(s_i, s_{-i}) = \text{constant} \]

\[\text{Technically, then, } s^E_i \text{ denotes two strategies: one for each game. But they share a lot of features which I use below.}\]
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\[ u_i \left( s_i^E, s_{-i} \right) = k \frac{\lambda_i}{\lambda}. \]

Proof. Scientist \( i \) is the first to complete stage 1 with probability \( \lambda_i/\lambda \). If she does she immediately claims one unit of credit. If any other scientist completes stage 1 before scientist \( i \), that scientist immediately claims one unit of credit. Thus scientist \( i \)'s expected credit from the first stage is \( \lambda_i/\lambda \). Then all scientists simultaneously start working on the next stage. So by the same reasoning, scientist \( i \)'s expected credit from any given stage is \( \lambda_i/\lambda \). The result follows. \( \square \)

The next lemma shows that if not every scientist always shares, scientists who always share get a higher payoff than they do in lemma A.1.

Lemma A.2. Let \( s_{-i} \) denote any incomplete strategy profile such that at least one scientist \( i' \) plays some strategy other than \( s_i^E \) (this can be either a different pure strategy, or any mixed strategy which plays strategy \( s_i^E \) with probability less than one). In the case of \( G_{n,k}^p \), add the further assumption that this involves a deviation on the equilibrium path, i.e., there is at least one scientist \( i' \) who plays a strategy \( s_{i'} \) (or a mixed strategy in which \( s_{i'} \) is played with positive probability) such that if every other scientist \( i'' \) plays strategy \( s_{i''}^E \), then there is a positive probability of reaching a decision node at which strategy \( s_{i'} \) plays strategy \( H \). Then in both \( G_{n,k}^p \) and \( G_{n,k}^m \)

\[ u_i \left( s_i^E, s_{-i} \right) > k \frac{\lambda_i}{\lambda}. \]

Proof. Note that in the case described by lemma A.1, i.e., when the strategy profile \( S^E \) is being played, the outcome of a single instance of the game can be described by a sequence \((i_1, i_2, \ldots, i_k)\), where the first member denotes the first scientist who completes a stage, the second member the second scientist to complete a stage (not necessarily a different scientist than the first), and so on. Because every scientist \( i \) plays strategy \( s_i^E \), each member of
the sequence also denotes the claiming of one unit of credit by that scientist. The probability of such a sequence describing the outcome of the game is
\[ \frac{\lambda_i}{\lambda} \cdot \frac{\lambda_i}{\lambda} \cdots \frac{\lambda_i}{\lambda}. \]
Now suppose that there is at least one scientist \( i' \) playing a strategy different from \( s_{Ei'} \). Let \( s_{i'} \neq s_{Ei'} \) be some strategy that scientist \( i' \) plays with some probability \( p > 0 \) (where \( p = 1 \) if scientist \( i' \) plays a pure strategy), and assume that \( s_{i'} \) involves a deviation on the equilibrium path in the case of \( G_{n,k}^p \).

A sequence like \((i_1, i_2, \ldots, i_k)\) can still be used to describe the first \( k \) scientists to complete a stage, but because not everyone always claims credit, this may not completely describe the outcome of the game: if a scientist completed a stage but did not claim credit for it either immediately or later, it is possible that not all \( k \) units of credit have been claimed after \( k \) scientists have completed a stage.

However, regardless of whether credit is being claimed, the probability of the sequence remains unchanged due to the memorylessness property of the exponential distribution. Moreover, because scientist \( i \) plays strategy \( s_{Ei} \), she is still claiming a unit of credit whenever she occurs in the sequence. Thus, all possible sequences \((i_1, i_2, \ldots, i_k)\) still occur with the same probability, and scientist \( i \) claims the same amount of credit in them. So scientist \( i \) now expects to accrue \( k\lambda_i/\lambda \) units of credit during the time it takes for \( k \) scientists to complete a stage.

But, by assumption, there is at least one sequence \((i_1, i_2, \ldots, i_k)\) in which \( i' \) occurs and (with probability \( p \)) plays strategy \( H \) at the corresponding decision node or information set, and \( i' \) does not occur in the remainder of that sequence. As a result, at the end of that sequence at most \( k - 1 \) units of credit have been claimed. In the remainder of that game, there is a positive probability (at least \( \lambda_i/\lambda \), the probability that she is the very next one to complete a stage) that scientist \( i \) gains more credit, credit that she would not
have obtained if scientist $i'$ had played strategy $s_i^E$. Since $p > 0$ and $\lambda_{i''} > 0$ for all $i''$, it follows that

$$u_i(s_i^E, s_{-i}) \geq k\lambda_i + \frac{\lambda_{i_1}}{\lambda} \cdot \frac{\lambda_{i_2}}{\lambda} \cdots \frac{\lambda_{i_k}}{\lambda} \cdot p > k\lambda_i.$$

**Theorem A.3.** Let $S$ be any strategy profile for $G_{n,k}^m$ other than $S^E$, or let $S$ be any strategy profile for $G_{n,k}^p$ that involves deviations on the equilibrium path relative to $S^E$. Then there exists at least one scientist $i$ playing strategy $s_i \neq s_i^E$ such that she would be strictly better off playing strategy $s_i^E$:

$$u_i(s_i^E, s_{-i}) > u_i(s_i, s_{-i}).$$

**Proof.** Note that the game is zero-sum: regardless of strategies, there are $k$ units of credit to be divided, and so if one scientist’s payoff increases, another’s decreases. Combined with lemmas A.1 and A.2 this yields the theorem. Distinguish three cases:

1. There is only one scientist $i$ playing a (pure or mixed) strategy $s_i \neq s_i^E$. Then every scientist $i'$ other than scientist $i$ is playing strategy $s_i^{E'}$ and so by lemma A.2 is getting a payoff greater than $k\lambda_{i'}/\lambda$. Because the game is zero-sum, it follows that $u_i(s_i, s_{-i}) < k\lambda_i/\lambda$. By lemma A.1 $u_i(s_i^E, s_{-i}) = k\lambda_i/\lambda$, and the result follows.

2. There is at least one scientist $i'$ playing strategy $s_i^{E'}$ and at least two scientists playing some other strategy. Then any scientist $i'$ who is playing strategy $s_i^{E'}$ is getting a payoff greater than $k\lambda_{i'}/\lambda$ by lemma A.2. Because the game is zero-sum, at least one of the remaining scientists, say scientist $i$, must be getting a payoff less than $k\lambda_i/\lambda$. But if scientist $i$ changed her strategy to $s_i^E$, by lemma A.2 she would get a payoff greater than $k\lambda_i/\lambda$. So $u_i(s_i^E, s_{-i}) > k\lambda_i/\lambda > u_i(s_i, s_{-i})$.

3. Every scientist $i'$ is playing some strategy $s_i' \neq s_i^{E'}$. Because the game is zero-sum, it is impossible for every scientist $i'$ to be getting a greater
payoff than \( k\lambda_i/\lambda \). So there is at least one scientist, say scientist \( i \), such that \( u_i(s_i, s_{-i}) \leq k\lambda_i/\lambda \). By lemma A.2 \( u_i(s_i^E, s_{-i}) > k\lambda_i/\lambda \), and the result follows.

Theorem A.3 plays an important role in the proofs of the results in the main text.

Proof of theorem 2.1. Consider the game \( G_{n,k}^p \). In any profile (of pure or mixed strategies) unless every scientist has an incentive to change her strategy, unless every scientist \( i \) plays strategy \( s_i^E \) or a strategy that deviates from \( s_i^E \) only off the equilibrium path. Thus no profile is a Nash equilibrium unless every scientist \( i \) plays strategy \( s_i^E \) or a strategy that deviates from \( s_i^E \) only off the equilibrium path. But since the backwards induction solution is a Nash equilibrium, it follows that in the backwards induction solution (which is guaranteed to exist for any finite game of perfect information) every scientist \( i \) must play strategy \( s_i^E \) or a strategy that deviates from \( s_i^E \) only off the equilibrium path. So in the backwards induction solution every scientist immediately shares and claims credit for any stage she completes. (A direct proof that in the backwards induction solution every scientist plays strategy \( E \) at every decision node—including those off the equilibrium path—is available from the author upon request.)

Proof of theorem 2.2. Let \( S \) be any profile (of pure or mixed strategies) for the game \( G_{n,k}^m \). If \( S \neq S^E \), then at least one scientist has an incentive to change her strategy, and so \( S \) is not a Nash equilibrium.

That \( S^E \) is a Nash equilibrium, and in fact a strict Nash equilibrium, also follows from theorem A.3 by considering the special case where \( s_{-i} = s_{-i}^E \). This shows that a scientist \( i \) who deviates unilaterally makes herself strictly worse off.

Proof of theorem 2.4. It suffices to show that the game of imperfect information meets the criteria of Huttegger et al. (2014, theorem 4).
By theorem 2.2, the strategy profile in which every scientist plays strategy $E$ at every information set is the only strict Nash equilibrium of the game.

That the game is a weakly better reply game follows from theorem A.3. At any strategy profile, for at least one scientist $i$ whose strategy differs from $s^E_i$ switching to strategy $s^E_i$ is a better reply for her. This switch leads to a profile which is either the strict Nash equilibrium or in which the same is true for some other scientist. The result is a path of length at most $n$ from any profile to the strict Nash equilibrium, in which at each step along the path one scientist $i$ switches her strategy to $s^E_i$, and improves her payoff by doing so. 

\[\square\]
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Speed Versus Reliability

Define the following functions for all $p \in [0, 1]$:

$$C(p) = c_a \beta p \lambda(p) + c_e \alpha(1 - p) \lambda(p),$$
$$V(p) = v_a \beta p \lambda(p) + v_e \alpha(1 - p) \lambda(p),$$
$$c_{a,e}(p) = ap \lambda(p) + e(1 - p) \lambda(p).$$

The function $C$ reflects the scientist’s expected credit as a function of $p$: she aims to choose a value of $p$ that maximizes $C$. The function $V$ reflects the expected social value of the scientist’s work. The family of functions $c_{a,e}$ is used for technical purposes.

The variable $p$ is the desired reliability, which can range from zero to one, and is chosen by the scientist. The parameters have the following interpretations: $c_a$ is the credit to the scientist for an accurate paper, $c_e$ is the credit for an erroneous paper, $v_a$ is the social value of an accurate paper, $v_e$ is the social value of an erroneous paper, $\beta$ is the probability that an accurate paper passes peer review, and $\alpha$ is the probability that an erroneous paper passes peer review.

The function $\lambda$ reflects the tradeoff between speed and reliability: $\lambda(p)$ is
the speed at which the scientist works given that the desired reliability is \( p \). Here I state some sufficient conditions on \( \lambda \) for the maxima of the functions \( C \) and \( V \) to be uniquely defined.

**Assumption B.1.** \( \lambda : [0, 1] \rightarrow [0, \infty) \) is a function that takes nonnegative values. For all \( p, p' \in [0, 1] \), if \( p < p' \), then \( \lambda(p') < \lambda(p) \).

It follows immediately that \( \lambda \) is bounded (as \( \lambda(p) \leq \lambda(0) < \infty \) for all \( p \in [0, 1] \)).

**Assumption B.2.** The function \( \lambda \) is concave. This means that for every \( p, p', t \in [0, 1] \)

\[
t\lambda(p) + (1 - t)\lambda(p') \leq \lambda(tp + (1 - t)p').
\]

Assumption B.2 entails that \( \lambda \) is continuous on \((0, 1)\) (but not necessarily at the endpoints).

**Assumption B.3.** \( \lim_{p \to 1} \lambda(p) = 0 \).

This assumption asserts that the scientist cannot deliver perfect work (in the sense of zero probability of errors), no matter how slowly she works. She can, however, get arbitrarily close: due to assumption B.1 \( \lambda(p) > 0 \) for all \( p < 1 \).

**Lemma B.4.** If assumptions B.1, B.2, and B.3 are satisfied, \( \lambda \) is continuous on \([0, 1]\).

**Proof.** Due to assumption B.2 \( \lambda \) is continuous on \((0, 1)\). By assumption B.3 \( \lim_{p \to 1} \lambda(p) = 0 \). If \( \lambda(1) > 0 \), there must be some \( p < 1 \) such that \( \lambda(p) < \lambda(1) \), contradicting assumption B.1. So \( \lambda(1) = 0 \) and \( \lambda \) is continuous at \( p = 1 \).

It remains to show that \( \lambda \) is continuous at \( p = 0 \). Because \( \lambda \) is monotone and bounded, \( \lim_{p \to 0} \lambda(p) \) exists. Because \( \lambda \) is decreasing, \( \lim_{p \to 0} \lambda(p) \leq \)
Due to concavity, this inequality cannot be strict\footnote{If the limit is $\ell < \lambda(0)$, choose $p$ small enough so that $\lambda(p)$ is within $(\lambda(0) - \ell)/2$ of $\ell$. Then $\lambda(0)/2 + \lambda(p)/2 > \lambda(p)/2$, contradicting concavity.} So $\lim_{p \to 0} \lambda(p) = \lambda(0)$, i.e., $\lambda$ is continuous at $p = 0$.

Lemma B.5. If assumptions B.1, B.2, and B.3 are satisfied, there exists $p_{a,e}$ such that $c_{a,e}(p_{a,e}) = \max_{p \in [0,1]} c_{a,e}(p)$. Moreover, if $a > 0$, then $p_{a,e} < 1$ uniquely maximizes $c_{a,e}$.

Proof. By lemma B.4, $\lambda$ is continuous on $[0,1]$. It follows that $c_{a,e}$ is continuous. By the extreme value theorem, $c_{a,e}$ attains its maximum, i.e., there exists $p_{a,e} \in [0,1]$ such that $c_{a,e}(p_{a,e}) = \max_{p \in [0,1]} c_{a,e}(p)$.

Note that $a > 0$ implies that there is at least some value of $p$ for which $c_{a,e}(p) > 0$: if $e \geq 0$ this is true for all $p \in (0,1)$ and if $e < 0$ this is true because

$$\frac{a - 2e}{2(a - e)} \in (0,1),$$

and

$$c_{a,e}\left(\frac{a - 2e}{2(a - e)}\right) = \frac{1}{2} a \lambda\left(\frac{a - 2e}{2(a - e)}\right) > 0.$$ 

It follows that $c_{a,e}(p_{a,e}) > 0$. Since $\lambda(1) = 0$, $c_{a,e}(1) = 0 < c_{a,e}(p_{a,e})$. So $p_{a,e} \neq 1$.

To see that $a > 0$ implies uniqueness of the maximum, write $c_{a,e}$ as the product of two concave functions:

$$c_{a,e}(p) = (e + (a - e)p)\lambda(p),$$

where $\lambda$ is concave by assumption B.2 and $e + (a - e)p$ is concave because it is linear. The latter is nonnegative whenever $p \geq \frac{-e}{a - e}$ (unless $a = e$, but then it is positive for all $p$), where $\frac{-e}{a - e} < 1$. Note that assumption B.1 implies that $\lambda$ is not identically zero on $[\max\{0, \frac{-e}{a - e}\}, 1]$ and $a > 0$ implies that $e + (a - e)p$ is not identically zero on $[\max\{0, \frac{-e}{a - e}\}, 1]$. Moreover, on the interval
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[\max \{0, \frac{-e}{a-e}\}, 1]\}, the function \(\lambda\) has a unique maximum at \(\max \{0, \frac{-e}{a-e}\}\). So by \cite{Kantrowitz and Neumann 2005, theorem 4.iii}, the function \(c_{a,e}\) has a unique maximum on the interval \([\max \{0, \frac{-e}{a-e}\}, 1]\). Since \(c_{a,e} < 0\) whenever \(0 \leq p < \frac{-e}{a-e}\), it follows that \(c_{a,e}\) has a unique maximum on \([0, 1]\).

Lemma B.6. If assumptions \(B.1\), \(B.2\), and \(B.3\) are satisfied, \(a > 0\) and \(a > 2e\), then \(p_{a,e} > 0\) (where \(p_{a,e}\) uniquely maximizes \(c_{a,e}\)).

Proof. Existence and uniqueness of \(p_{a,e}\) follow from lemma \(B.3\). It follows from \(a > 2e\) that \(\frac{a-2e}{2(a-e)} \in (0, 1)\). Because \(\lambda\) is concave and \(\lambda(1) = 0\),

\[
\frac{a}{2(a-e)} \lambda(0) = \frac{a}{2(a-e)} \lambda(0) + \frac{a-2e}{2(a-e)} \lambda(1) \leq \lambda \left( \frac{a-2e}{2(a-e)} \right).
\]

Hence,

\[
c_{a,e} \left( \frac{a-2e}{2(a-e)} \right) = \frac{1}{2} a \lambda \left( \frac{a-2e}{2(a-e)} \right) \geq \frac{a^2}{4(a-e)} \lambda(0) = \frac{4e^2}{4e} \lambda(0) = c_{a,e}(0),
\]

so \(c_{a,e}\) is not maximized at \(p = 0\). \(\square\)

Lemma B.7. If assumptions \(B.1\), \(B.2\), and \(B.3\) are satisfied, and \(a > 0\), the function \(c_{a,0}\) (that is, \(c_{a,e}\) with \(e = 0\)) is uniquely maximized at \(p^* \in (0, 1)\), where the value of \(p^*\) does not depend on the value of \(a\), and \(c_{a,0}\) is increasing on \([0, p^*]\) and decreasing on \([p^*, 1]\).

Proof. The conditions of this lemma entail that the conditions of lemmas \(B.5\) and \(B.6\) are satisfied. Hence there exists \(p^* \in (0, 1)\) that uniquely maximizes \(c_{a,0}\). Because \(c_{a,0}(p) = ap\lambda(p)\), \(a\) is merely a scaling constant, so the maximum is unchanged when \(a\) changes.

Note (as in the proof of lemma \(B.5\)) that \(c_{a,0}\) is the product of two concave functions \((ap\) and \(\lambda)\) that are nonnegative and not identically zero on \([0, 1]\). So by \cite{Kantrowitz and Neumann 2005, theorem 4.ii}, there exist \(x_1\) and \(x_2\).
such that $c_{a,e}$ is increasing on $[0,x_1)$, constant on $(x_1,x_2)$, and decreasing on $(x_2,1]$. Since the maximum is unique, it follows that $x_1 = x_2 = p^*$.

**Lemma B.8.** If assumptions B.1, B.2, and B.3 are satisfied, and $a > e \geq 0$, then $p_{a,e} \leq p^*$ (where $p_{a,e}$ uniquely maximizes $c_{a,e}$ and $p^*$ is as defined in lemma B.7).

**Proof.** The existence and uniqueness of $p_{a,e}$ and $p^*$ follow from lemmas B.5 and B.7 respectively. Suppose for reductio that $p_{a,e} > p^*$. Then $p^*\lambda(p^*) > p_{a,e}\lambda(p_{a,e})$ by definition of $p^*$ and $e(1-p^*)\lambda(p^*) \geq e(1-p_{a,e})\lambda(p_{a,e})$ because $\lambda$ is decreasing and $e \geq 0$. So

$$c_{a,e}(p^*) = ap^*\lambda(p^*) + e(1-p^*)\lambda(p^*)$$
$$> ap_{a,e}\lambda(p_{a,e}) + e(1-p_{a,e})\lambda(p_{a,e}) = c_{a,e}(p_{a,e}),$$

which contradicts the supposition that $p_{a,e}$ maximizes $c_{a,e}$.

**Lemma B.9.** If assumptions B.1, B.2, and B.3 are satisfied, and $a > 0 \geq e$, then $p_{a,e} \geq p^*$ (where $p_{a,e}$ uniquely maximizes $c_{a,e}$ and $p^*$ is as defined in lemma B.7).

**Proof.** The existence and uniqueness of $p_{a,e}$ and $p^*$ follow from lemmas B.5 and B.7 respectively. Suppose for reductio that $p_{a,e} < p^*$. Then $p^*\lambda(p^*) > p_{a,e}\lambda(p_{a,e})$ by definition of $p^*$ and $e(1-p^*)\lambda(p^*) \geq e(1-p_{a,e})\lambda(p_{a,e})$ because $\lambda$ is decreasing and $e \leq 0$. So

$$c_{a,e}(p^*) = ap^*\lambda(p^*) + e(1-p^*)\lambda(p^*)$$
$$> ap_{a,e}\lambda(p_{a,e}) + e(1-p_{a,e})\lambda(p_{a,e}) = c_{a,e}(p_{a,e}),$$

which contradicts the supposition that $p_{a,e}$ maximizes $c_{a,e}$.
Theorem B.10. If assumptions B.1, B.2, and B.3 are satisfied, and \( c_a \beta > 0 \) and \( v_a \beta > 0 \), then there exist unique values \( p_C < 1 \) and \( p_V < 1 \) that maximize the functions \( C \) and \( V \) respectively, i.e.,

\[
C(p_C) = \max_{p \in [0, 1]} C(p) \quad \text{and} \quad V(p_V) = \max_{p \in [0, 1]} V(p).
\]

Proof. Note that \( C \) and \( V \) are special cases of \( c_a, e \), with \( C = c_a \beta, c_e \alpha \) and \( V = c_v a _\beta, v_e \alpha \). Because \( c_a \beta > 0 \) and \( v_a \beta > 0 \) the conditions of lemma B.5 apply to \( C \) and \( V \). The result follows immediately.

Theorem B.11. Let assumptions B.1, B.2, and B.3 be satisfied. Assume also that \( c_e \alpha \geq v_e \alpha \) and either \( v_a \beta \geq c_a \beta > c_e \alpha \geq 0 \) or \( c_a \beta \geq v_a \beta > 0 \geq c_e \alpha \). Define \( p_C \) and \( p_V \) as in theorem B.10. Then \( p_C \leq p_V \).

Proof. Both sets of conditions imply that \( c_a \beta > 0 \) and \( v_a \beta > 0 \), so theorem B.10 applies. Define \( p_C \) and \( p_V \) as in theorem B.10.

Consider first the case where \( v_a \beta \geq c_a \beta > c_e \alpha \geq 0 \). Because \( c_a \beta > c_e \alpha \geq 0 \), lemma B.8 applies to \( C \), so \( p_C \leq p^* \), where \( p^* \) is as defined in lemma B.7. Suppose for reductio that \( p_V < p_C \). Then \( C(p_C) > C(p_V) \) by definition of \( p_C \), \( p_C \lambda(p_C) > p_V \lambda(p_V) \) by lemma B.7 (because \( 0 \leq p_V < p_C \leq p^* \)), and \( (1 - p_C) \lambda(p_C) < (1 - p_V) \lambda(p_V) \) by assumption B.1. Hence,

\[
V(p_C) = C(p_C) + (v_a \beta - c_a \beta)p_C \lambda(p_C) + (v_e \alpha - c_e \alpha)(1 - p_C) \lambda(p_C)
\]
\[
> C(p_V) + (v_a \beta - c_a \beta)p_V \lambda(p_V) + (v_e \alpha - c_e \alpha)(1 - p_V) \lambda(p_V)
\]
\[
= V(p_V),
\]

contradicting the supposition that \( p_V \) maximizes \( V \). So \( p_C \leq p_V \).

Now consider the case where \( c_a \beta \geq v_a \beta > 0 \geq c_e \alpha \). Because \( v_a \beta > 0 \geq v_e \alpha \), lemma B.9 applies to \( V \), so \( p_V \geq p^* \). Suppose for reductio that \( p_V < p_C \). Then \( C(p_C) > C(p_V) \) by definition of \( p_C \), \( p_C \lambda(p_C) < p_V \lambda(p_V) \) by lemma B.7 (because \( p^* \leq p_V < p_C \leq 1 \)), and \( (1 - p_C) \lambda(p_C) < (1 - p_V) \lambda(p_V) \) by assumption B.1. Hence,
\[ V(p_C) = C(p_C) + (v_a\beta - c_a\beta)p_C\lambda(p_C) + (v_e\alpha - c_e\alpha)(1 - p_C)\lambda(p_C) \]
\[ > C(p_V) + (v_a\beta - c_a\beta)p_V\lambda(p_V) + (v_e\alpha - c_e\alpha)(1 - p_V)\lambda(p_V) \]
\[ = V(p_V), \]

contradicting the supposition that \( p_V \) maximizes \( V \). So \( p_C \leq p_V \). \( \square \)

**Corollary B.12.** Let assumptions \([B.1], [B.2], \) and \([B.3] \) be satisfied. Assume also that \( \beta > \alpha > 0 \), \( c_a = v_a > 0 \), and \( v_e < c_e \leq c_a \). Define \( p_C \) and \( p_V \) as in theorem \([B.10] \). Then \( p_C \leq p_V \).

**Proof.** If \( c_e \geq 0 \) then the assumptions of the corollary imply the first set of conditions of theorem \([B.11] \), whereas if \( c_e < 0 \) the assumptions of the corollary imply the second set of conditions of theorem \([B.11] \). \( \square \)

A slightly stronger conclusion may be obtained with the following additional assumption.

**Assumption B.13** (\( \lambda \) is differentiable). The function \( \lambda \) is differentiable on \((0, 1)\).

With this additional assumption the result from theorem \([B.11] \) can be strengthened to a strict inequality.

**Theorem B.14.** Let assumptions \([B.1], [B.2], [B.3], \) and \([B.13] \) be satisfied. Assume also that \( c_e\alpha > v_e\alpha \) and either \( v_a\beta \geq c_a\beta > c_e\alpha \geq 0 \) and \( v_a\beta > 2v_e\alpha \), or \( c_a\beta \geq v_a\beta > 0 \geq c_e\alpha \). Define \( p_C \) and \( p_V \) as in theorem \([B.10] \). Then \( p_C < p_V \).

**Proof.** Since the assumptions of theorem \([B.11] \) are satisfied, \( p_C \leq p_V \). Both sets of assumptions imply that \( v_a\beta > 2v_e\alpha \) and \( v_a\beta > 0 \), so by lemmas \([B.5] \) and \([B.6] \) \( 0 < p_V < 1 \). If \( p_C = 0 \) this completes the proof, so assume that \( p_C > 0 \). Then \( 0 < p_C \leq p_V < 1 \) so the maximum of \( C \) is achieved in the
interior of its domain. This means that $C'(p_C) = 0$. To show that $p_C \neq p_V$ it suffices to show that $V'(p_C) \neq 0$.

Consider first the case where $v_a \beta \geq c_a \beta > c_e \alpha$ and $v_a \beta > 2v_e \alpha$. Because $c_a \beta > c_e \alpha \geq 0$, lemma B.8 applies to $C$, so $p_C \leq p^*$, where $p^*$ is as defined in lemma B.7. By assumption B.13, the derivative of $p\lambda(p)$ exists and is given by $p\lambda'(p) + \lambda(p)$. By lemma B.7, $p_C \leq p^*$ entails $p_C \lambda'(p_C) + \lambda(p_C) \geq 0$. By assumption B.1, $\lambda'(p_C) < 0$. Putting all of this together yields

$$V'(p_C) = C'(p_C) + (v_a \beta - c_a \beta)(p_C \lambda'(p_C) + \lambda(p_C))$$
$$+ (v_e \alpha - c_e \alpha)(1 - p_C)\lambda'(p_C) - (v_e \alpha - c_e \alpha)\lambda(p_C)$$
$$\geq (v_e \alpha - c_e \alpha)(1 - p_C)\lambda'(p_C) - (v_e \alpha - c_e \alpha)\lambda(p_C) > 0.$$

Now consider the case where $c_a \beta \geq v_a \beta > 0 \geq c_e \alpha$. Because $c_a \beta > 0 \geq c_e \alpha$, lemma B.9 applies to $C$, so $p_C \geq p^*$. By lemma B.7 this entails $p_C \lambda'(p_C) + \lambda(p_C) \leq 0$. Hence

$$V'(p_C) = C'(p_C) + (v_a \beta - c_a \beta)(p_C \lambda'(p_C) + \lambda(p_C))$$
$$+ (v_e \alpha - c_e \alpha)(1 - p_C)\lambda'(p_C) - (v_e \alpha - c_e \alpha)\lambda(p_C)$$
$$\geq (v_e \alpha - c_e \alpha)(1 - p_C)\lambda'(p_C) - (v_e \alpha - c_e \alpha)\lambda(p_C) > 0. \quad \Box$$

**Corollary B.15.** Let assumptions B.1, B.2, B.3, and B.13 be satisfied. Assume also that $\beta > \alpha > 0$, $c_a = v_a > 0$, $v_e < c_e \leq c_a$, and $v_e \leq v_a/2$. Define $p_C$ and $p_V$ as in theorem B.10. Then $p_C < p_V$.

**Proof.** If $c_e \geq 0$ then the assumptions of the corollary imply the first set of conditions of theorem B.14, whereas if $c_e < 0$ the assumptions of the corollary imply the second set of conditions of theorem B.14 \[ \Box \]
Appendix C

Speed Versus Reliability and Impact

In this section I investigate a model in which there is a three-way tradeoff between speed, reliability, and impact. The scientist chooses the minimal acceptable reliability $p$, and the level of impact she wishes to achieve $c$ (equated with the amount of credit she will be given if she is successful), and her speed $\lambda$ is determined as a function of $p$ and $c$.

As before, $p$ is interpreted as a probability, so its domain is naturally constrained to the interval $[0, 1]$. The impact or credit $c$ is not similarly constrained. However, I assume that, at least for a given reliability $p$, there is a maximum impact that can be achieved. The following definitions formalize this setup.

Definition C.1. Let $\alpha, \beta \in [0, 1]$ and $c_e, v_e \leq 1$ be fixed parameters.

C.1.a. The maximum impact function is a function $\mu : [0, 1] \to [0, \infty)$.

C.1.b. The domain (of admissible choices) is the set $D = \{(p, c) \mid p \in [0, 1], c \in [0, \mu(p)]\}$.

C.1.c. The speed function is a function $\lambda : D \to [0, \infty)$.
C.1.d. The credit function is the function $C : D \to \mathbb{R}$ given by

$$C(p, c) = \beta pc\lambda(p, c) + \alpha c(1 - p)c\lambda(p, c)$$

for all $(p, c) \in D$.

C.1.e. The (social) value function is the function $V : D \to \mathbb{R}$ given by

$$V(p, c) = \beta pc\lambda(p, c) + \alpha v(1 - p)c\lambda(p, c)$$

for all $(p, c) \in D$.

I make a number of assumptions on the shape of $\lambda$. These assumptions are very similar to the ones I made before, although they have to be adapted to the new three-dimensional context.

**Assumption C.2.** The function $\lambda$ is decreasing in both its arguments:

C.2.a. For all $p, p' \in [0, 1]$, if $p < p'$ and $c \leq \min\{\mu(p), \mu(p')\}$, then $\lambda(p', c) < \lambda(p, c)$.

C.2.b. For all $p \in [0, 1)$, if $c < c' \leq \mu(p)$, then $\lambda(p, c') < \lambda(p, c)$.

Note that assumption C.2.b excludes the case where $p = 1$. This is because assumption C.4 below entails that $\lambda(1, c) = 0$ for all $c$, which is not decreasing if $\mu(1) > 0$.

**Lemma C.3.** If assumption C.2 is satisfied,

$$\lambda(p, c) \leq \lambda(p, 0) \leq \lambda(0, 0) < \infty,$$

for any $(p, c) \in D$.

**Proof.** The first inequality follows from assumption C.2.b and the second from assumption C.2.a.  \[ \Box \]
The next assumption has a role similar to assumption \( B.3 \). It requires that as the scientist gets close to perfect reliability \((p \to 1)\), her speed vanishes \((\lambda \to 0)\). This is required only when \( c = 0 \) (but see lemma \( C.9 \)).

Additionally, the assumption requires (for fixed reliability) that as the scientist gets close to maximum impact \((c \to \mu(p))\), her speed vanishes \((\lambda \to 0)\). This formalizes the intended interpretation of \( \mu \) as the maximum impact that can be achieved at a given level of reliability.

**Assumption C.4.** The function \( \lambda \) vanishes as \( p \) or \( c \) approaches the edge of its domain \( D \).

\( C.4.a. \quad \lim_{p \to 1} \lambda(p,0) = 0. \)

\( C.4.b. \quad \text{For all } p \in [0,1], \lim_{c \to \mu(p)} \lambda(p,c) = 0. \)

**Lemma C.5.** If assumptions \( C.2.b \) and \( C.4.b \) are satisfied, \( \lambda(p,\mu(p)) = 0 \) for all \( p \in [0,1] \).

**Proof.** Let \( p \in [0,1] \) and \( \varepsilon > 0 \). By assumption \( C.4.b \), there exists a \( c < \mu(p) \) such that \( \lambda(p,c) < \varepsilon \). By assumption \( C.2.b \) and nonnegativity of \( \lambda \), \( 0 \leq \lambda(p,\mu(p)) < \lambda(p,c) < \varepsilon \). So \( \lambda(p,\mu(p)) = 0 \).

**Lemma C.6.** If assumptions \( C.2 \) and \( C.4.b \) are satisfied, \( \mu \) is decreasing on \([0,1]\).

**Proof.** Let \( p < p' < 1 \) and suppose for reductio that \( \mu(p) \leq \mu(p') \). Note that it follows that \( \mu(p) \leq \min\{\mu(p),\mu(p')\} \). By lemma \( C.5 \) \( \lambda(p,\mu(p)) = \lambda(p',\mu(p')) = 0 \). But by assumption \( C.2 \)

\[ \lambda(p,\mu(p)) > \lambda(p',\mu(p)) \geq \lambda(p',\mu(p')). \]

Contradiction. So \( \mu(p') < \mu(p) \).

**Lemma C.7.** If assumptions \( C.2 \) and \( C.4.b \) are satisfied, \( \mu \) is bounded from above on \([0,1]\) by \( \mu(0) < \infty \).
Proof. Immediate from lemma C.6 \hfill \Box

Lemma C.8. If assumptions C.2 and C.4.b are satisfied, \(\lambda(p, c) \leq \lambda(0, c) < \infty\) for any \((p, c) \in D\).

Proof. Let \((p, c) \in D\). By definition \(c \leq \mu(p)\). By lemma C.7 \(\mu(p) \leq \mu(0)\). So \(c \leq \min\{\mu(p), \mu(0)\}\). So by assumption C.2.a \(\lambda(p, c) \leq \lambda(0, c)\). \hfill \Box

Lemma C.9. If assumptions C.2 and C.4 are satisfied, \(\lim_{p \to 1} \mu(p)\) exists and \(\lim_{p \to 1} \lambda(p, c) = 0\) for all \(c \in [0, \lim_{p \to 1} \mu(p)]\).

Proof. By lemma C.6, \(\mu\) is decreasing, and by definition, \(\mu\) is bounded from below (by 0). Hence \(\lim_{p \to 1} \mu(p)\) exists.

Let \(0 \leq c \leq \lim_{p \to 1} \mu(p)\) and \(\varepsilon > 0\). By assumption C.4.a, there exists \(p' < 1\) such that \(\lambda(p, 0) < \varepsilon\) for all \(p \in (p', 1)\). By assumption C.2.b and nonnegativity of \(\lambda\), \(0 \leq \lambda(p, c) \leq \lambda(p, 0) < \varepsilon\). So \(\lim_{p \to 1} \lambda(p, c) = 0\). \hfill \Box

Lemma C.10. If assumptions C.2 and C.4 are satisfied, \(\lambda(1, c) = 0\) for all \(c \leq \min\{\mu(1), \lim_{p \to 1} \mu(p)\}\).

Proof. Let \(c \leq \min\{\mu(1), \lim_{p \to 1} \mu(p)\}\) and \(\varepsilon > 0\). By lemma C.9 there exists \(p < 1\) such that \(\lambda(p, c) < \varepsilon\). By assumption C.2.a and nonnegativity of \(\lambda\), \(0 \leq \lambda(1, c) < \lambda(p, c) < \varepsilon\). So \(\lambda(1, c) = 0\). \hfill \Box

Assumption C.11. The function \(\lambda\) is concave. More specifically, for any \((p, c), (p', c') \in D\) and \(t \in [0, 1]\),

\(C.11.a.\) \((tp + (1 - t)p', tc + (1 - t)c') \in D\);

\(C.11.b.\) \(t\lambda(p, c) + (1 - t)\lambda(p', c') \leq \lambda(tp + (1 - t)p', tc + (1 - t)c')\).

It does not follow from the definition of the domain \(D\) of \(\lambda\) or the assumptions made so far that \((tp + (1 - t)p', tc + (1 - t)c') \in D\), but this is required for the idea of a concave function to make sense, hence assumption C.11.a. The next lemma characterizes the meaning of assumption C.11.a.
Lemma C.12. The following are equivalent:

1. Assumption C.11.a;
2. The set $D$ is convex;
3. The function $\mu$ is concave.

Proof. Note first that $tp + (1 - t)p' \in [0, 1]$ for all $p, p', t \in [0, 1]$.

1 $\Rightarrow$ 2: A set is convex if every convex combination of two points in the set is itself in the set. Assumption C.11.a requires exactly that.

2 $\Rightarrow$ 3: Let $p, p', t \in [0, 1]$. By definition, $(p, \mu(p)), (p', \mu(p')) \in D$. By 2, it follows that $(tp + (1 - t)p', t\mu(p) + (1 - t)\mu(p')) \in D$. So by definition of $D$, $t\mu(p) + (1 - t)\mu(p') \leq \mu(tp + (1 - t)p')$. So $\mu$ is concave.

3 $\Rightarrow$ 1: Let $(p, c), (p', c') \in D$ and $t \in [0, 1]$. Then

$$tc + (1 - t)c' \leq t\mu(p) + (1 - t)\mu(p') \leq \mu(tp + (1 - t)p'),$$

where the latter inequality follows from the concavity of $\mu$. So $(tp + (1 - t)p', tc + (1 - t)c') \in D$. 

Corollary C.13. If assumptions C.2, C.4 and C.11.a are satisfied, $\mu(1) \leq \lim_{p \to 1} \mu(p)$, and hence lemmas C.6 and C.7 apply also when $p = 1$.

Proof. By lemma C.9 $\lim_{p \to 1} \mu(p)$ exists. By lemma C.12 $\mu$ is concave. $\mu(1) \leq \lim_{p \to 1} \mu(p)$ follows from this (cf. footnote 1).

Lemma C.14. If assumptions C.2, C.4 and C.11 are satisfied, then for all $p \in [0, 1]$ $\lim_{c \to 0} \lambda(p, c) = \lambda(p, 0)$.

Proof. Let $p \in [0, 1]$. First consider the case $p = 1$. $\lambda(1, c) = 0$ for all $c \leq \mu(1)$ by lemma C.10, so $\lim_{c \to 0} \lambda(1, c) = 0 = \lambda(1, 0)$.

If $p < 1$, $\lim_{c \to 0} \lambda(p, c)$ exists because $\lambda$ is decreasing in $c$ (assumption C.2.b) and bounded from above (lemma C.3). Lemma C.3 implies that $\lim_{c \to 0} \lambda(p, c) \leq \lambda(p, 0)$. This inequality cannot be strict because $\lambda$ is concave (cf. footnote 1).
Lemma C.15. If assumptions $C.2$, $C.4.b$ and $C.11$ are satisfied, then for all $c \in [0, \mu(0))$ \( \lim_{p \to 0} \lambda(p, c) = \lambda(0, c) \).

Proof. Let $c \in [0, \mu(0))$. \( \lim_{p \to 0} \lambda(p, c) \) exists because $\lambda$ is decreasing in $p$ (assumption $C.2.a$) and bounded from above (lemma $C.8$). Lemma $C.8$ implies that \( \lim_{p \to 0} \lambda(p, c) \leq \lambda(0, c) \). This inequality cannot be strict because $\lambda$ is concave (cf. footnote 1). \( \square \)

Lemma C.16. If assumptions $C.2$, $C.4$ and $C.11$ are satisfied, $\lambda$ is continuous.

Proof. Because $\lambda$ is concave, it is continuous at any interior point of its domain. It remains to show that $\lambda$ is continuous on the borders, that is at those points $(p, c)$ with $p = 0$, $p = 1$, $c = 0$, or $c = \mu(p)$. I give a proof for the case $c = 0$ (the other cases are similar).

Note first that $\lambda$ is continuous when one of its arguments is held fixed: the function $\lambda(\cdot, 0)$ (the restriction of $\lambda$ along the $p$-axis) is continuous due to concavity (at least for non-extreme values of $p$), and the function $\lambda(p, \cdot)$ is continuous for any fixed value of $p$: for $0 < c < \mu(p)$ this follows from concavity, for $c = 0$ this follows from lemma $C.14$ and for $c = \mu(p)$ this follows from assumption $C.4.b$ and lemma $C.5$.

Let $p \in (0, 1)$ and $\varepsilon > 0$. By the foregoing there exists $\delta_1 > 0$ such that $\lambda(p', 0) < \lambda(p, 0) + \varepsilon$ for every $p' \in (p - \delta_1, p + \delta_1)$. By assumption $C.2.a$ $\lambda(p', 0) < \lambda(p, 0) + \varepsilon$ for every $p' > p - \delta_1$. Similarly, there exists $\delta_2 > 0$ such that $\lambda(p, c') > \lambda(p, 0) - \varepsilon/2$ for every $c' < \delta_2$. And, given the particular value of $\delta_2$ just chosen, there exists $\delta_3 > 0$ such that $\lambda(p', \delta_2) > \lambda(p, \delta_2) - \varepsilon/2 > \lambda(p, 0) - \varepsilon$ for every $p' < p + \delta_3$.

Choose $\delta = \min\{\delta_1, \delta_2, \delta_3\}$. Let $(p', c') \in D$ be such that $0 < \|(p', c') - (p, 0)\| < \delta$. It follows that $p - \delta_1 < p' < p + \delta_3$ and $0 \leq c' < \delta_2$. Hence, using assumption $C.2.b$ and the facts established in the previous paragraph,

\footnote{I set aside the cases where $p = 0$ or $p = 1$ to avoid having to worry about certain technicalities, but essentially the same proof works for those cases too.}
\[ \lambda(p, 0) - \varepsilon < \lambda(p', \delta_2) < \lambda(p', c') \leq \lambda(p', 0) < \lambda(p, 0) + \varepsilon. \]

So \(|\lambda(p', c') - \lambda(p, 0)| < \varepsilon\). So \(\lambda\) is continuous at \((p, 0)\). \qed

Recall from topology the notion of the \textit{interior} of a set. The interior of a set \(A\), written \(\text{int} A\), is the set of all points \(x \in A\) such that \(x\) is contained in an open subset of \(A\). Any point \(x \notin A\) that is not in the interior of \(A\) is called a \textit{boundary point} of \(A\). The interior of the domain \(D\) is the set \(\text{int} D = \{(p, c) \mid p \in (0, 1), c \in (0, \mu(p))\}\).

**Lemma C.17.** If assumptions \(\text{C.2}, \text{C.4}\) and \(\text{C.11}\) are satisfied, \(\beta > 0\) and \(\alpha c_e > 0\), there is a unique point \((p_C, c_C) \in D\) such that \[ C(p_C, c_C) = \max_{(p,c) \in D} C(p,c). \]

Moreover, either \((p_C, c_C) \in \text{int} D\) or \(p_C = 0\).

**Proof.** Because \(\lambda\) is continuous (by lemma \(\text{C.16}\)), \(C\) is continuous as well. By the extreme value theorem, there exists a point \((p_C, c_C) \in D\) such that \[ C(p_C, c_C) = \max_{(p,c) \in D} C(p,c) \] (uniqueness will be shown below).

Note that \(C(p, c) > 0\) for all \((p, c) \in \text{int} D\). Conversely, \(C(p, c) = 0\) if either \(c = 0\), \(c = \mu(p)\) (by lemma \(\text{C.5}\)), or \(p = 1\) (by lemma \(\text{C.10}\)). Hence, either \((p_C, c_C) \in \text{int} D\) or \(p_C = 0\).

Let \((p', c') \neq (p_C, c_C)\) be any point in \(D\). To show uniqueness of the maximum, it suffices to show that \((p', c')\) does not maximize \(C\).

Let \(f : [0, 1] \to [0, \infty)\) be the function defined by

\[
\begin{align*}
  f(t) &= C(tp_C + (1-t)p', tc_C + (1-t)c') \\
  &= (\alpha c_e + (\beta - \alpha c_e)(tp_C + (1-t)p')) \\
  &\quad \cdot (tc_C + (1-t)c') \lambda(tp_C + (1-t)p', tc_C + (1-t)c')
\end{align*}
\]
for all \( t \in [0,1] \). Because \( C \) is maximized at \((p_C, c_C)\), \( f \) is maximized at \( t = 1 \).

Note that \( f \) can be written as the product of three concave and non-negative functions: \( \lambda \) is a concave function of \( t \) as a consequence of assumption \( \text{C.11} \) and \( \alpha e + (\beta - \alpha e)(tp_C + (1-t)p') \) and \( tc_C + (1-t)c' \) are linear functions of \( t \) and hence also concave. Moreover, since either \( p_C \neq p' \) or \( c_C \neq c' \), at least one of the functions \( \alpha e + (\beta - \alpha e)(tp_C + (1-t)p') \) and \( tc_C + (1-t)c' \) has a unique maximum (e.g., if \( c_C > c' \), \( tc_C + (1-t)c' \) is maximized at \( t = 1 \)). Finally, none of the three functions are identically zero on [0,1]. So it follows from Kantrowitz and Neumann [2005, theorem 4] that \( f \) has a unique maximum at \( t = 1 \). Hence \( C(p', c') = f(0) < f(1) = C(p_C, c_C) \). \( \square \)

Lemma C.18. If assumptions \( \text{C.2, C.4 and C.11} \) are satisfied, \( \beta > 0 \) and \( \alpha e \le 0 \), there is a unique point \((p_C, c_C) \in \text{int } D \) such that

\[
C(p_C, c_C) = \max_{(p, c) \in D} C(p, c).
\]

Proof. Because \( \lambda \) is continuous (by lemma \( \text{C.16} \)), \( C \) is continuous as well. By the extreme value theorem, there exists a point \((p_C, c_C) \in D \) such that \( C(p_C, c_C) = \max_{(p, c) \in D} C(p, c) \) (uniqueness will be shown below).

Let \( D_C^+ = \{(p, c) \in D \mid p \ge \frac{-\alpha e}{\beta - \alpha e} \} \). Because \( \beta > 0 \) and \( \alpha e \le 0 \), \( 0 \le \frac{-\alpha e}{\beta - \alpha e} < 1 \). Hence \( \text{int } D_C^+ = \{(p, c) \mid \frac{-\alpha e}{\beta - \alpha e} < p < 1, 0 < c < \mu(p) \} \) is non-empty.

As the name suggests, the significance of \( D_C^+ \) is that it denotes the part of the domain where \( C \) is nonnegative. More precisely, \( C(p, c) > 0 \) if \((p, c) \in \text{int } D_C^+ \), \( C(p, c) = 0 \) if \((p, c) \) is a boundary point of \( D_C^+ \), and \( C(p, c) < 0 \) if \((p, c) \in D \setminus D_C^+ \). It follows that \((p_C, c_C) \in \text{int } D_C^+ \) and (since \( \text{int } D_C^+ \subseteq \text{int } D \)) that \((p_C, c_C) \in \text{int } D \).

Let \((p', c') \neq (p_C, c_C) \) be any point in \( D \). To show uniqueness of the maximum, it suffices to show that \((p', c') \) does not maximize \( C \). If \((p', c') \notin \text{int } D_C^+ \) then the proof is done because \( C(p', c') \le 0 < C(p_C, c_C) \). So suppose \((p', c') \in \text{int } D_C^+ \). 
Let $f : [0, 1] \rightarrow [0, \infty)$ be the function defined by

$$f(t) = C (tp_C + (1-t)p', tc_C + (1-t)c')$$

$$= (\alpha c_e + (\beta - \alpha c_e)(tp_C + (1-t)p'))$$

$$\cdot (tc_C + (1-t)c') \lambda (tp_C + (1-t)p', tc_C + (1-t)c')$$

for all $t \in [0, 1]$. Because $C$ is maximized at $(p_C, c_C)$, $f$ is maximized at $t = 1$.

Note that $f$ can be written as the product of three concave and nonnegative functions: $\lambda$ is a concave function of $t$ as a consequence of assumption $C.11$, and $\alpha c_e + (\beta - \alpha c_e)(tp_C + (1-t)p')$ and $tc_C + (1-t)c'$ are linear functions of $t$ and hence also concave. Moreover, since either $p_C \neq p'$ or $c_C \neq c'$, at least one of the functions $\alpha c_e + (\beta - \alpha c_e)(tp_C + (1-t)p')$ and $tc_C + (1-t)c'$ has a unique maximum. Finally, none of the three functions are identically zero on $[0, 1]$. So it follows from Kantrowitz and Neumann (2005, theorem 4) that $f$ has a unique maximum at $t = 1$. Hence $C(p', c') = f(0) < f(1) = C(p_C, c_C)$. 

**Theorem C.19.** If assumptions $C.2$, $C.4$, and $C.11$ are satisfied and $\beta > 0$, then there exist unique points $(p_C, c_C)$ and $(p_V, c_V)$ that maximize the functions $C$ and $V$ respectively, i.e.,

$$C(p_C, c_C) = \max_{(p,c) \in D} C(p, c) \quad \text{and} \quad V(p_V, c_V) = \max_{(p,c) \in D} V(p, c).$$

Moreover, either $(p_C, c_C) \in \text{int } D$ or $p_C = 0$, and either $(p_V, c_V) \in \text{int } D$ or $p_V = 0$.

**Proof.** For the function $C$, the result follows immediately from lemma $C.17$ if $\alpha c_e > 0$ and from lemma $C.18$ if $\alpha c_e \leq 0$.

Since the function $V$ is identical to the function $C$ except that $c_e$ is
replaced with $v_e$, the result for $V$ follows from lemma \text{C.17} if $\alpha v_e > 0$ and from lemma \text{C.18} if $\alpha v_e \leq 0$.

\textbf{Theorem C.20.} Let assumptions \text{C.2, C.4, and C.11} be satisfied. Assume also that $\beta > 0$ and $\beta \geq \alpha e \geq \alpha v_e$. Define $(p_C, c_C)$ and $(p_V, c_V)$ as in theorem \text{C.19}. Then either $p_C < p_V$ or $(p_C, c_C) = (p_V, c_V)$.

\textit{Proof.} Suppose for reductio that $(p_C, c_C)$ and $(p_V, c_V)$ are distinct (either $p_C \neq p_V$ or $c_C \neq c_V$) and $p_C \geq p_V$. Because they are distinct, and $(p_V, c_V)$ uniquely maximizes $V$,

$$ V(p_V, c_V) = (\alpha v_e + (\beta - \alpha v_e)p_V)c_V\lambda(p_V, c_V) $$

$$ > (\alpha v_e + (\beta - \alpha v_e)p_C)c_C\lambda(p_C, c_C) = V(p_C, c_C). $$

Since $0 < \alpha v_e + (\beta - \alpha v_e)p_V \leq \alpha v_e + (\beta - \alpha v_e)p_C$ it follows that $c_V\lambda(p_V, c_V) > c_C\lambda(p_C, c_C)$. But then

$$ C(p_V, c_V) = V(p_V, c_V) + \alpha(e - v_e)(1 - p_V)c_V\lambda(p_V, c_V) $$

$$ > V(p_C, c_C) + \alpha(e - v_e)(1 - p_C)c_C\lambda(p_C, c_C) = C(p_C, c_C), $$

contradicting the fact that $(p_C, c_C)$ maximizes $C$. So the supposition is false, which means that either $(p_C, c_C) = (p_V, c_V)$ or $p_C < p_V$. \hfill \Box

\textbf{Corollary C.21.} Let assumptions \text{C.2, C.4, and C.11} be satisfied. Assume also that $\beta > \alpha > 0$ and $v_e < c_e \leq 1$. Define $(p_C, c_C)$ and $(p_V, c_V)$ as in theorem \text{C.19}. Then $p_C \leq p_V$.

\textit{Proof.} The conditions of the corollary imply the conditions of theorem \text{C.20}. \hfill \Box

In order to rule out the case that $(p_C, c_C) = (p_V, c_V)$ (and thus conclude that $p_C < p_V$) an additional assumption is needed.
Assumption C.22. The partial derivative of the function $\lambda$ with respect to its first argument exists on the interior of its domain, i.e., $\frac{\partial}{\partial p} \lambda(p, c)$ exists for all $(p, c) \in \text{int } D$.

Before the result can be proven, one more lemma is needed (which does not actually use assumption C.22).

Lemma C.23. Let assumptions C.2, C.4, and C.11 be satisfied. Assume also that $\beta > 0$ and $\beta > 3\alpha v_e$. Define $(p_V, c_V)$ as in theorem C.19. Then $(p_V, c_V) \in \text{int } D$.

Proof. By theorem C.19 either $(p_V, c_V) \in \text{int } D$ or $p_V = 0$. So it suffices to show that $p_V \neq 0$.

Suppose for reductio that $(0, c)$ maximizes $V$ for some $0 < c < \mu(0)$ and that $v_e > 0$. By assumption $\beta > 3\alpha v_e$ and so $t \in (0, \frac{1}{4})$, where $t$ is defined by

$$t = \frac{\beta - 3\alpha v_e}{4(\beta - \alpha v_e)}$$

and hence

$$1 - t = \frac{3\beta - \alpha v_e}{4(\beta - \alpha v_e)}.$$

Using assumption C.11 and $\lambda(1, 0) = 0$ (by lemma C.10),

$$(1 - t)\lambda(0, c) = (1 - t)\lambda(0, c) + t\lambda(1, 0) \leq \lambda(t, (1 - t)c).$$

But then

$$V(t, (1 - t)c) = \left(\beta t(1 - t)c + \alpha v_e(1 - t)^2\right) \lambda(t, (1 - t)c)$$

$$\geq (1 - t)^2 \left(\beta tc + \alpha v_e(1 - t)c\right) \lambda(0, c)$$

$$> \alpha v_e c \lambda(0, c) = V(0, c),$$

where the second inequality follows because $t$ was chosen such that

$$(1 - t)^2 (\beta t + \alpha v_e(1 - t)) - \alpha v_e = \frac{(\beta - 3\alpha v_e)^2(9\beta - 7\alpha v_e)}{64(\beta - \alpha v_e)^2} > 0.$$
Since $V(t, (1 - t)c) > V(0, c)$, $V$ does not have a maximum at $(0, c)$. Contradiction.

**Theorem C.24.** Let assumptions C.2, C.4, C.11, and C.22 be satisfied. Assume also that $\beta > 0$, $\beta \geq \alpha c_e > \alpha v_e$ and $\beta > 3\alpha v_e$. Define $(p_C, c_C)$ and $(p_V, c_V)$ as in theorem C.19. Then $p_C < p_V$.

**Proof.** Since all the conditions of theorem C.20 are satisfied, either $p_C < p_V$ or $(p_C, c_C) = (p_V, c_V)$. So it suffices to show that $(p_C, c_C) \neq (p_V, c_V)$.

Since the conditions of lemma C.23 are also satisfied, $(p_V, c_V) \in \text{int } D$. If $(p_C, c_C) \notin \text{int } D$ the proof is finished, so suppose $(p_C, c_C) \in \text{int } D$.

Assumption C.22 then entails that the partial derivatives of $C$ and $V$ with respect to their first argument exist at $(p_C, c_C)$. Since $(p_C, c_C)$ is an extremum of $C$ achieved in the interior of its domain, $\frac{\partial}{\partial p} C(p_C, c_C) = 0$. By assumption C.2.a, $\frac{\partial}{\partial p} \lambda(p_C, c_C) < 0$. Hence

$$
\frac{\partial}{\partial p} V(p_C, c_C) = \frac{\partial}{\partial p} C(p_C, c_C) + (\alpha c_e - \alpha v_e) c_C \lambda(p_C, c_C) + (\alpha v_e - \alpha c_e)(1 - p_C) c_C \frac{\partial}{\partial p} \lambda(p_C, c_C) > 0.
$$

So $(p_C, c_C)$ does not maximize $V$. So $(p_C, c_C) \neq (p_V, c_V)$. 

**Corollary C.25.** Let assumptions C.2, C.4, C.11, and C.22 be satisfied. Assume also that $\beta > \alpha > 0$, $v_e < c_e \leq 1$ and $v_e \leq 1/3$. Define $(p_C, c_C)$ and $(p_V, c_V)$ as in theorem C.19. Then $p_C < p_V$.

**Proof.** The conditions of the corollary imply the conditions of theorem C.24. 

Appendix D

The Acceptance Probability and the Average Quality of Papers

Proposition 4.2. \( \mu^U_i \sim N(\mu, \sigma^2_U) \) and \( \mu^K_i \sim N(\mu, \sigma^2_K) \). Moreover, \( \sigma^2_U < \sigma^2_K \) whenever \( \sigma^2_{sc} > 0 \) and \( \sigma^2_{rv} > 0 \).

Proof. First consider the distribution of \( r_i \). Since \( r_i | q_i \sim N(q_i, \sigma^2_{rv}) \), \( q_i | \mu_i \sim N(\mu_i, \sigma^2_{qu}) \), and \( \mu_i \sim N(\mu, \sigma^2_{sc}) \), it follows that \( r_i | \mu_i \sim N(\mu_i, \sigma^2_{qu} + \sigma^2_{sc}) \) and \( r_i \sim N(\mu, \sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}) \).

The latter can be used straightforwardly to determine the distribution of \( \mu^U_i \). Since \( r_i - \mu \sim N(0, \sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}) \) it follows that

\[
\frac{\sigma^2_{qu} + \sigma^2_{sc}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}(r_i - \mu) \sim N\left(0, \frac{(\sigma^2_{qu} + \sigma^2_{sc})^2}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}\right) \sim N\left(0, \sigma^2_U\right).
\]

The result follows because \( \mu \) is a constant and
\[
\mu_i^U = \frac{\sigma_{qu}^2 + \sigma_{sc}^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} r_i + \frac{\sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} \mu = \frac{\sigma_{qu}^2 + \sigma_{sc}^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} (r_i - \mu) + \mu.
\]

Determining the distribution of \( \mu_i^K \) is slightly trickier because there are two random variables involved: \( r_i \) and \( \mu_i \). As noted above, \( r_i \mid \mu_i \sim N(\mu_i, \sigma_{qu}^2 + \sigma_{rv}^2) \). Thus, writing \( X_i = \frac{\sigma_{qu}^2}{\sigma_{qu}^2 + \sigma_{rv}^2} (r_i - \mu_i) \),

\[
X_i \mid \mu_i \sim N \left( 0, \frac{\sigma_{qu}^4}{\sigma_{qu}^2 + \sigma_{rv}^2} \right).
\]

Since

\[
\mu_i^K = \frac{\sigma_{qu}^2}{\sigma_{qu}^2 + \sigma_{rv}^2} r_i + \frac{\sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{rv}^2} \mu_i = X_i + \mu_i
\]

it remains to determine the convolution of \( X_i \) and \( \mu_i \). This can be done using the moment-generating function and the law of total expectation. Recall that the moment-generating function of an \( N(m, s^2) \) distribution is given by \( M(t) = \exp \{ mt + \frac{1}{2} s^2 t^2 \} \). So the moment-generating function of \( \mu_i^K \) is

\[
\mathbb{E}[\exp \{ t \mu_i^K \}] = \mathbb{E}[\exp \{ t (X_i + \mu_i) \}]
\]

\[
= \mathbb{E}[\mathbb{E}[\exp \{ t X_i + t \mu_i \} \mid \mu_i]]
\]

\[
= \mathbb{E}[\exp \{ t \mu_i \} \mathbb{E}[\exp \{ t X_i \} \mid \mu_i]]
\]

\[
= \exp \left\{ 0t + \frac{1}{2} \sigma_{qu}^4 t^2 \right\} \mathbb{E}[\exp \{ t \mu_i \}]
\]

\[
= \exp \left\{ \frac{1}{2} \frac{\sigma_{qu}^4}{\sigma_{qu}^2 + \sigma_{rv}^2} t^2 + \mu t + \frac{1}{2} \sigma_{sc}^2 t^2 \right\}
\]

\[
= \exp \left\{ \mu t + \frac{1}{2} \frac{\sigma_{qu}^4 + \sigma_{sc}^2 (\sigma_{qu}^2 + \sigma_{rv}^2)}{\sigma_{qu}^2 + \sigma_{rv}^2} t^2 \right\},
\]

which is exactly the moment-generating function of the desired normal dis-
Finally, note that

\[
\sigma^2_U = \frac{\sigma^2_{qu} + \sigma^2_{sc} \left(\sigma^2_{qu} \sigma^2_{rv}\right)}{\left(\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}\right)\left(\sigma^2_{qu} \sigma^2_{rv}\right)},
\]

\[
\sigma^2_K = \frac{\sigma^2_{qu} + \sigma^2_{sc} \left(\sigma^2_{qu} \sigma^2_{sc} \sigma^2_{rv}\right)}{\left(\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}\right)\left(\sigma^2_{qu} \sigma^2_{rv}\right)}.
\]

So \(\sigma^2_U < \sigma^2_K\) whenever \(\sigma^2_{sc} > 0\) and \(\sigma^2_{rv} > 0\) (and \(\sigma^2_U = \sigma^2_K\) otherwise, assuming the expressions are well-defined in that case).

**Theorem 4.3.** \(\Pr\left(\mu^K_i > q^*\right) > \Pr\left(\mu^U_i > q^*\right)\) if \(q^* > \mu, \sigma^2_{sc} > 0, \text{ and } \sigma^2_{rv} > 0\).

**Proof.** It follows from proposition 4.2 that

\[
\Pr\left(\mu^K_i > q^*\right) = 1 - \Phi\left(\frac{q^*-\mu}{\sigma_K}\right) \quad \text{and} \quad \Pr\left(\mu^U_i > q^*\right) = 1 - \Phi\left(\frac{q^*-\mu}{\sigma_U}\right),
\]

where \(\Phi\) is the distribution function (or cumulative density function) of a standard normal distribution. Since \(\Phi\) is (strictly) increasing in its argument, and \(\sigma_K > \sigma_U\) by proposition 4.2, the theorem follows immediately.

In order to prove proposition 4.4 a number of intermediate results are needed.

**Lemma D.1.**

\[
\mathbb{E}[q_i \mid \mu^U_i > q^*] = \mathbb{E}[\mu^U_i \mid \mu^U_i > q^*],
\]

\[
\mathbb{E}[q_i \mid \mu^K_i > q^*] = \mathbb{E}[\mu^K_i \mid \mu^K_i > q^*].
\]

**Proof.** Because \(\mu^U_i\) is simply an (invertible) transformation of \(r_i\), it follows that
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\[ q_i \mid \mu_i^U \sim q_i \mid r_i \sim N \left( \mu_i^U, \frac{(\sigma_{qu}^2 + \sigma_{sc}^2)\sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{sc}^2 + \sigma_{rv}^2} \right). \]

The distribution of \( q_i \mid \mu_i^K \) is a little trickier to find, because \( \mu_i^K \) is a linear combination of two random variables, \( r_i \) and \( \mu_i \), and it is not obvious that learning \( \mu_i^K \) is as informative as learning both \( r_i \) and \( \mu_i \). But using the known distributions of \( q_i \mid \mu_i \) and \( \mu_i^K \mid q_i, \mu_i \) and integrating out \( \mu_i \) it can be shown that

\[ q_i \mid \mu_i^K \sim q_i \mid r_i, \mu_i \sim N \left( \mu_i^K, \frac{\sigma_{qu}^2 \sigma_{rv}^2}{\sigma_{qu}^2 + \sigma_{rv}^2} \right). \]

The important point here is that \( \mathbb{E}[q_i \mid \mu_i^K] = \mu_i^K \) both for \( x = U \) and \( x = K \).

Now the law of total expectation can be used to establish that

\[ \mathbb{E}[q_i \mid \mu_i^x > q^*] = \mathbb{E}[\mathbb{E}[q_i \mid \mu_i^x] \mid \mu_i^x > q^*] = \mathbb{E}[\mu_i^x \mid \mu_i^x > q^*], \]

for \( x = U, K \).

Let \( X \sim N(\mu, \sigma^2) \) be a normally distributed random variable. Then \( X \mid X > a \) follows a left-truncated normal distribution, with left-truncation point \( a \). As a result of lemma \ref{lemma:D.1} I am interested in the mean of left-truncated normal distributions. According to, e.g., \cite{Johnson94}, chapter 13, section 10.1), this mean can be expressed as

\[ \mathbb{E}[X \mid X > a] = \mu + \sigma R \left( \frac{a - \mu}{\sigma} \right). \quad \text{(D.1)} \]

Here

\[ R(x) = \frac{\phi(x)}{1 - \Phi(x)} \]

for all \( x \in \mathbb{R} \), where \( \phi \) is the probability density function of the standard normal distribution, and \( \Phi \) is its distribution function. \( R \) is the inverse of what is known in the literature (e.g., \cite{Gordon41}) as Mills’ ratio.
It follows from the definitions that $R(x) > 0$ for all $x \in \mathbb{R}$ and that

$$R'(x) = R(x)^2 - xR(x). \quad \text{(D.2)}$$

**Proposition D.2** (Gordon [1941]). For all $x > 0$, $R(x) < \frac{x^2 + 1}{x}$.

Proposition D.2 can be used to establish the next result.

**Proposition D.3.** If $X \sim N(\mu, \sigma^2)$ and $Y \sim N(\mu, s^2)$ with $s > \sigma > 0$ then

$$\mathbb{E}[Y \mid Y > a] > \mathbb{E}[X \mid X > a].$$

**Proof.** It suffices to show that the derivative $\frac{\partial}{\partial \sigma} \mathbb{E}[X \mid X > a]$ is positive for all $\sigma > 0$. Differentiating equation (D.1) (using equation (D.2)) yields

$$\frac{\partial}{\partial \sigma} \mathbb{E}[X \mid X > a] = \left( \left( \frac{a - \mu}{\sigma} \right)^2 + 1 \right) R \left( \frac{a - \mu}{\sigma} \right) - \frac{a - \mu}{\sigma} R \left( \frac{a - \mu}{\sigma} \right)^2.$$

Since $R \left( \frac{a - \mu}{\sigma} \right) > 0$, $\frac{\partial}{\partial \sigma} \mathbb{E}[X \mid X > a] > 0$ if and only if

$$\left( \frac{a - \mu}{\sigma} \right)^2 + 1 - \frac{a - \mu}{\sigma} R \left( \frac{a - \mu}{\sigma} \right) > 0.$$

This is true whenever $\frac{a - \mu}{\sigma} \leq 0$ because then both terms in the sum are positive. Proposition D.2 guarantees that it is true whenever $\frac{a - \mu}{\sigma} > 0$ as well. \[\square\]

**Proposition 4.4** $\mathbb{E}[q_i \mid \mu_i^K > q^*] > \mathbb{E}[q_i \mid \mu_i^U > q^*]$ whenever $\sigma_{sc}^2 > 0$, and $\sigma_{rv}^2 > 0$.

**Proof.** By lemma D.1

$$\mathbb{E}[q_i \mid \mu_i^U > q^*] = \mathbb{E}[\mu_i^U \mid \mu_i^U > q^*],$$
$$\mathbb{E}[q_i \mid \mu_i^K > q^*] = \mathbb{E}[\mu_i^K \mid \mu_i^K > q^*].$$
By proposition 4.2, $\mu_i^U \sim N(\mu, \sigma^2_U)$ and $\mu_i^K \sim N(\mu, \sigma^2_K)$, with $\sigma_U < \sigma_K$. Hence the conditions of proposition D.3 are satisfied, and the result follows.

**Proposition 4.6.**

$$
\begin{align*}
\mu_i^{KA} &\sim N\left( \mu - \frac{\varepsilon \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \sigma^2_K \right), \\
\mu_i^{KF} &\sim N\left( \mu + \frac{\delta \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \sigma^2_K \right), \\
\mu_i^{UA} &\sim N\left( \mu - \frac{\varepsilon \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}, \sigma^2_U \right), \\
\mu_i^{UF} &\sim N\left( \mu + \frac{\delta \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}, \sigma^2_U \right).
\end{align*}
$$

**Proof.** Since $\mu_i^{KA}$ and $\mu_i^{KF}$ are simply $\mu_i^K$ shifted by a constant (see proposition 4.5) they follow the same distribution as $\mu_i^K$ except that its mean is shifted by the same constant. Similarly $\mu_i^{UA}$ and $\mu_i^{UF}$ are just $\mu_i^U$ shifted by a constant. So the results follow from proposition 4.2.

For notational convenience, I introduce $q_i^{KA}$, $q_i^{KF}$, $q_i^{UA}$, and $q_i^{UF}$, defined by

$$
\begin{align*}
q_i^{KA} &= q^* + \frac{\varepsilon \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \\
q_i^{KF} &= q^* - \frac{\delta \cdot \sigma^2_{rv}}{\sigma^2_{qu} + \sigma^2_{rv}}, \\
q_i^{UA} &= q^* + \frac{\varepsilon \cdot \sigma^2_{sc}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}, \\
q_i^{UF} &= q^* - \frac{\delta \cdot \sigma^2_{sc}}{\sigma^2_{qu} + \sigma^2_{sc} + \sigma^2_{rv}}.
\end{align*}
$$

**Theorem 4.7.** If $\varepsilon > 0$, $\delta > 0$, and $\sigma^2_{rv} > 0$,

$$
\Pr(\mu_i^{KA} > q^*) < \Pr(\mu_i^{KF} > q^*) \text{ and } \Pr(\mu_i^{UA} > q^*) < \Pr(\mu_i^{UF} > q^*).
$$

**Proof.** For the first inequality, note that
\[
\Pr \left(\mu_i^{KA} > q^* \right) = 1 - \Phi \left( \frac{q^{KA} - \mu}{\sigma_K} \right) < 1 - \Phi \left( \frac{q^{KF} - \mu}{\sigma_K} \right) = \Pr \left(\mu_i^{KF} > q^* \right).
\]

The equalities follow from the distributions of the posterior means established in proposition 4.6. The inequality follows from the fact that \(\Phi\) is strictly increasing in its argument. By the same reasoning,

\[
\Pr \left(\mu_i^{UA} > q^* \right) = 1 - \Phi \left( \frac{q^{UA} - \mu}{\sigma_U} \right) < 1 - \Phi \left( \frac{q^{UF} - \mu}{\sigma_U} \right) = \Pr \left(\mu_i^{UF} > q^* \right).
\]

Lemma D.4.

\[
\Pr (A_i) = p_{KA} \left(1 - \Phi \left( \frac{q^{KA} - \mu}{\sigma_K} \right) \right) + p_{KF} \left(1 - \Phi \left( \frac{q^{KF} - \mu}{\sigma_K} \right) \right) + p_{UA} \left(1 - \Phi \left( \frac{q^{UA} - \mu}{\sigma_U} \right) \right) + p_{UF} \left(1 - \Phi \left( \frac{q^{UF} - \mu}{\sigma_U} \right) \right).
\]

\[
\mathbb{E} [q_i \mid A_i] = \mu + \frac{\sigma_K}{\Pr (A_i)} \left(p_{KA}\Phi \left( \frac{q^{KA} - \mu}{\sigma_K} \right) + p_{KF}\Phi \left( \frac{q^{KF} - \mu}{\sigma_K} \right) \right) + \frac{\sigma_U}{\Pr (A_i)} \left(p_{UA}\Phi \left( \frac{q^{UA} - \mu}{\sigma_U} \right) + p_{UF}\Phi \left( \frac{q^{UF} - \mu}{\sigma_U} \right) \right).
\]

Proof. The expression for \(\Pr (A_i)\) follows immediately from the distributions of the posterior means established in proposition 4.6.

To get an expression for \(\mathbb{E} [q_i \mid A_i]\), consider first the average quality of scientist \(i\)'s paper given that it is accepted and given that scientist \(i\) is in the group of scientists known to the editor that the editor is biased against. This average quality is

\[
\mathbb{E} [q_i \mid \mu_i^{KA} > q^*] = \mathbb{E} \left[ \mu_i^K \mid \mu_i^K > q^{KA} \right] = \mu + \sigma_K R \left( \frac{q^{KA} - \mu}{\sigma_K} \right),
\]
where the first equality uses the fact that $\mu_i^{KA} > q^*$ is equivalent to $\mu_i^K > q^{KA}$ and then applies lemma D.1 and the second equality uses equation D.1. Similarly,

\[
\mathbb{E} \left[ q_i \mid \mu_i^{KF} > q^* \right] = \mu + \sigma_K R \left( \frac{q^{KF} - \mu}{\sigma_K} \right),
\]

\[
\mathbb{E} \left[ q_i \mid \mu_i^{UA} > q^* \right] = \mu + \sigma_U R \left( \frac{q^{UA} - \mu}{\sigma_U} \right),
\]

\[
\mathbb{E} \left[ q_i \mid \mu_i^{UF} > q^* \right] = \mu + \sigma_U R \left( \frac{q^{UF} - \mu}{\sigma_U} \right).
\]

The average quality of accepted papers $\mathbb{E}[q_i \mid A_i]$ is a weighted sum of these expectations. The weights are given by the proportion of accepted papers that are written by a scientist in that particular group. For example, authors known to the editor that she is biased against form a $p_{KA} \Pr(\mu_i^{KA} > q^*) / \Pr(A_i)$ proportion of accepted papers. Hence

\[
\mathbb{E} \left[ q_i \mid A_i \right] = \frac{1}{\Pr(A_i)} p_{KA} \Pr \left( \mu_i^{KA} > q^* \right) \mathbb{E} \left[ q_i \mid \mu_i^{KA} > q^* \right]
\]

\[
+ \frac{1}{\Pr(A_i)} p_{KF} \Pr \left( \mu_i^{KF} > q^* \right) \mathbb{E} \left[ q_i \mid \mu_i^{KF} > q^* \right]
\]

\[
+ \frac{1}{\Pr(A_i)} p_{UA} \Pr \left( \mu_i^{UA} > q^* \right) \mathbb{E} \left[ q_i \mid \mu_i^{UA} > q^* \right]
\]

\[
+ \frac{1}{\Pr(A_i)} p_{UF} \Pr \left( \mu_i^{UF} > q^* \right) \mathbb{E} \left[ q_i \mid \mu_i^{UF} > q^* \right]
\]

\[
= \mu + \frac{\sigma_K}{\Pr(A_i)} \left( p_{KA} \Phi \left( \frac{q^{KA} - \mu}{\sigma_K} \right) + p_{KF} \Phi \left( \frac{q^{KF} - \mu}{\sigma_K} \right) \right)
\]

\[
+ \frac{\sigma_U}{\Pr(A_i)} \left( p_{UA} \Phi \left( \frac{q^{UA} - \mu}{\sigma_U} \right) + p_{UF} \Phi \left( \frac{q^{UF} - \mu}{\sigma_U} \right) \right).
\]
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